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THE PHOTONICS RESEARCH CENTER
Bi-Annual Research Program Review

2004 – 2006

Director’s Message

The Photonics Research Center is completing its second decade of service to the United States Army.  Established by a memorandum of understanding between the Superintendent of the Military Academy and the Vice Chief of Staff of the Army, the Center has three principal missions:  educate future Army leaders, conduct basic research, and support the Army and the Department of Defense in the areas of lasers and photonic technologies.  This report summarizes the research and education efforts of the Photonics Research Center from the last report in November, 2002, to March, 2007.  This report is produced in partial fulfillment of a bi-annual program review conducted by the Army Research Office, the Center’s major funding agency.


Over the past two years, the Center has again seen significant personnel changes.  Since the last review, LTC Vern Davis left as the Center director and was transferred to Dugway Proving Grounds to serve within the Defense Threat Reduction Agency.  LTC Robert Sadowski assumed the duties of Director for the 2006 academic year.  LTC John Hartke replaced LTC Davis as the physics principal investigator and the fifth Academy Professor assigned to the Center in its history.  In the summer of 2006 the Center underwent another significant leadership change.  Long time member and former director, LTC Augustus Fountain retired from the Army and assumed duties as the Chief Scientist for Chemical and Biological Detection at Edgewood Chemical Biological Center.  LTC Fountain was replaced by LTC John Ingram, a former member of the Center on his second tour at USMA.  COL Barry Shoop, a principal investigator from the Department of Electrical Engineering and Computer Sciences (EECS), was assigned as the science and technology advisor to the Director of the Joint Improvised Explosive Devise Defeat Organization.  This assignment created a vacancy in the electrical engineering program director’s position.   LTC Sadowski was reassigned from the director of the Center to the electrical engineering program director.  LTC Hartke then assumed the duties as the director of the Center.
Our researchers continued to engage cadets in our primary mission of educating future Army officers in the area of photonics.  The Center received a grant from the High Energy Laser Joint Technology Office in support of the teaching mission.  The number of cadets performing research in the Center has increased from six during the 2005 school year to twelve in the 2007 school year.  The electrical engineering cell of the Center is sponsoring the Electronics Experimenters’ Club in the Center.  This club brings about a dozen cadets into the Photonics Research Center during their meetings.  Cadet Ni working with the chemistry cell received Eastern Analytical Symposium Student Research Award for his spectroscopy work.  
Most importantly, the Center and its personnel continue to support the deployed Army.  As mentioned above, COL Shoop, spent 2007 academic year as the science and technology advisor to director of the Joint Improvised Explosive Device Defeat Organization (JIEDDO).  The PRC along with other departments at USMA, became a reach-back resource for COL Shoop and the JIEDDO.  LTC Sadowski continued his work with PM-KICC helping to establish the communications infrastructure in Kuwait.  During the summer of 2006 the Center hosted two members of the Baghdad University faculty.  The two scientists spent several weeks in the Center exchanging ideas with the USMA faculty.  Dr. Jenny Magnes worked with one of the visitors to create quantum dots on silicon.  
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The research accomplishments highlighted in this report represents the products of a healthy, mature research organization focused on educating our future Army leaders and closing the technology gaps in the area of photonics.  They are the result of hard work and are a tribute to the extremely talented researchers, cadets, and support staff who are associated with the Center.

.           






John Hartke, Ph.D.







Lieutenant Colonel, Academy Professor
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THE PHOTONICS RESEARCH CENTER

Center Overview

The Photonics Research Center is entering its twentieth year of service at the United States Military Academy.  It was established at West Point in May of 1987 through a Memorandum of Understanding between the Superintendent of the United States Military Academy and the Vice Chief of Staff of the Army.  An excerpt from this memorandum provides some insight into the charter of the Center:

“As the Army modernizes in an increasingly complex technological environment, it is essential that Army officers understand the advanced technologies which form critical elements of our evolving weapons systems.  One technology field which is already exerting a major influence on force planning, and whose impact is certain to grow over the next two decades, is the physics and engineering of lasers, and the technologies associated with their development and applications.  The Army needs a strong base of research and development in laser-related fields.   It also needs an officer corps generally familiar with laser technologies and a subset of that officer corps whose members are experts in developing and applying those technologies.”


The Photonics Research Center is comprised of researchers from the Departments of Chemistry and Life Science, Electrical Engineering and Computer Science, and Physics who conduct basic and applied research using lasers and laser technology.  The Center's three primary missions focus on education of both cadets and officers, the conduct of basic and applied research, and support to the Army in the area of lasers and photonics.  Funding support for the Center is provided through the Physics Division of the Army Research Office.


Each year, educational programs associated with the Photonics Research Center introduce over 1000 cadets to a general familiarity with laser technology, provide over 50 cadets with an in-depth understanding of lasers and laser technology, and return several officers to the Army who are now considered experts in developing and applying laser technologies.  In the area of basic and applied research, the Center maintains upwards of eight active research experiments producing both faculty and student conference presentations and technical journal articles.  Specific research areas include surface-enhanced Raman spectroscopy, laser-induced carbonization of polymers, non-linear optics and optical limiting, optical information processing, interferometry, hyperspectral imaging, and remote sensing.  


Additionally, the Center has provided direct support to the Army and DoD agencies in the form of technical support to Program Manager – Kuwait Iraq C4 Commercialization (PM-KICC) and the Joint Improvised Explosive Device Defeat organization (JIEDDO).   The Center has also hosted scientist from Baghdad University as part of the Academy’s outreach to the educators in Iraq.  Finally, the Center has increased its interaction with the Army research and development enterprise by increasing collaboration with the Army Research Laboratory.

Photonics Research Center Staff and Faculty
2004 – 2006

Board of Directors 
COL David C. Allbee, Ph.D. in Physical Chemistry, Pennsylvania State University, 1985,  Professor and Head, Department of Chemistry and Life Science.

COL Andre H. Sayles, Ph.D. in Electrical Engineering, Georgia Institute of Technology, 1990, Professor and Head, Department of Electrical Engineering and Computer Science.

COL Raymond J. Winkel, Jr., Ph.D. in Physics, University of California at Berkeley, 1984,  Professor and Head, Department of Physics.

Academy Professors 

COL Barry L. Shoop, Ph.D. in Electrical Engineering, Stanford University, 1992, Professor of Electrical Engineering, Department of Electrical Engineering and Computer Science.

LTC John Hartke, Ph.D. in Optical Sciences, The University of Arizona, 2005, Associate Professor (Photonics), Department of Physics.

LTC Robert W. Sadowski, Ph.D. in Electrical Engineering, Stanford University, 1995, Associate Professor (Photonics), Department of Electrical Engineering and Computer Science.

Title X Civilians
Jenny Magnes, Ph.D. in Physics, Temple University, 2003, Department of Physics.

Wenli Huang, Ph.D. in Electrical Engineering, University of Connecticut, 1995, Department of Electrical Engineering and Computer Sciences

Rotating Military Faculty
LTC John M. Ingram, MS in Physical Chemistry, University of Idaho, 1999, Department of Chemistry and Life Sciences

LTC Gregory R. Kilby, Ph.D. in Electrical Engineering, Georgia Institute of Technology, 2005, Department of Electrical Engineering and Computer Sciences

LTC James Raftery, Ph.D. in Electrical Engineering, University of Illinois, 2005, Department of Electrical Engineering and Computer Sciences

MAJ Gregory Schwarz, MS in Physics, University of Arizona, 2005, Department of Physics

MAJ William N. Radicic, MS in Analytical Chemistry, Brigham Young University, 2004, Department of Chemistry and Life Sciences
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Telephone numbers: Commercial (845) 938- xxxx or DSN 688-xxxx 

Director 


LTC John Hartke

Laboratory Facilities Manager


Mrs. Andrea E. Sanborn

Budget Assistant and Administrative Officer:
Mrs. JoAnn French

Photonics Research Center

Bartlett Hall, Building 753, Room B21

MADN-PRC

West Point, New York 10996

General Information
x-3739

Facsimile

x-3062

Director 

x-5810

Facilities Manager
x-8705
Administrative Assistant 
x-2624

Table of Contents

iDirector’s Message

Center Overview
iii
Photonics Research Center Staff and Faculty
iv
Department of Chemistry & Life Science
1
Characterizing the Spectral Reproducibility of Quartz-Bound Au Nanoparticle Substrates for Surface-Enhanced Raman Spectroscopy
2
Wavelength Calibration of a Hyperspectral Imaging Camera
12
Polymeric Humidity Sensor Based on Laser Carbonized Polyimide Substrate
27
Department of Electrical Engineering & Computer Sciences
39
VLSI Electronics for Photonic Image Processing, Smart Pixel Technology and Optical A/D Conversion
40
Three-Dimensional Error Diffusion for Color Halftoning
51
Photonic Crystal Vertical-Cavity Surface-Emitting Laser Research
61
Cadet Capstone Design Projects
66
Project 1: Portable Laser Light Show
67
Project 2: Optically Remoted Rocket Launcher
69
Project 3: Optical Parking Assistant
71
Project 4: Optical Home Entertainment System
73
Cadet Extracurricular Activities at the PRC – The Electronics Experimental Club
78
Department of Physics
79
Electronic Speckle Pattern Interferometry for Atmospheric Phase Disturbances
80
Characterization of Non-linear Optical Materials Through Double Pump-Probe Measurements
86
Hyperspectral Imaging Using the Computed Tomographic Imaging Spectrometer (CTIS)
91
Nano-Structures on Silicon Wafers
96
Developing the Solid State Heat Capacity Laser for the Defeat of Improvised Explosive Devices
99
PRC Principle Investigator Biographical Information
105
John Hartke
106
Wenli Huang
107
John M. Ingram
108
Gregory R. Kilby
109
Jenny Magnes
110
James J. Raftery, Jr.
111
Robert W. Sadowski
112
Barry L. Shoop
113


[image: image3.jpg]




Department of Chemistry & Life Science

[image: image4.jpg]



Characterizing the Spectral Reproducibility of Quartz-Bound Au Nanoparticle Substrates for Surface-Enhanced Raman Spectroscopy
MAJ WILLIAM N. RADICIC, CDT ERIC V. NI, CHRISTIN TOMBRELLO, AUGUSTUS W. FOUNTAIN III
Department of Chemistry & Life Science, Photonics Research Center, 

United States Military Academy, West Point, NY 10996
Abstract
Visible extinction and Surface Enhanced Raman Scattering (SERS) spectra using quartz-bound Au nanoparticle substrates are used to identify substrate production-related sources of spectral variability. Hydrosol Au nanoparticle size distributions are known to affect SERS enhancement, but the effect of spatial orientation and nanoparticle physiosorption during substrate preparation on spectral reproducibility and performance are not well understood. Experiments varying quartz slide orientation and Au nanoparticle delivery method show significant concentration-gradient and physiosorption-related aggregation effects in the substrate extinction spectra and SERS spectra of R6G applied to spatially mapped substrate regions. Additionally, applying multiple Au hydrosol treatments to functionalized quartz substrates reveals interesting relationships between Au nanoparticle thickness and substrate extinction and SERS spectra. Of the many factors affecting substrate spectral reproducibility, minimizing concentration gradients and optimizing the rate of Au nanoparticle-quartz physiosorption allow improvements in SERS active substrate spectral reproducibility.
Background
For several years we have directed our efforts on evaluating the applicability of using optical spectroscopic methods to detect hazardous chemicals and biological organisms that have both military and National security interests.   Optical spectroscopic methods offer numerous analytical advantages over both “wet” bio-analytical and mass spectroscopic approaches.  The most frequently used optical methods are based on either the absorption or emission of light, with fluorescence being very popular within the bio-analytical community.  While fluorescence can be very sensitive it is not very selective without specific tagging or additional a priori information.  Alternatively, Raman spectroscopy does not rely on either absorption or emission of light, but provides unique chemical identification through an inelastic scattering process that yields vibrational information, complementary to infrared (IR) spectroscopy, about a molecule or assembly of molecules.  

While Raman has already been shown to be a viable technique for the identification of chemical warfare agents and bacterial organisms, its inherent weakness continues to be the inefficiency of the inelastic scattering process.

(
  Methods to enhance the sensitivity of Raman scattering include surface enhanced Raman scattering (SERS) and resonance enhanced Raman scattering (RRS). The SERS effect has been determined to be the result of an increased electromagnetic field at the surface of nanometer scale features on a metal’s surface.  The electric field is enhanced only in the acute region of the feature’s surfaces (i.e. <100 nm) and only for select wavelengths that match the plasmon resonance of the overall surface.   Enhancements of 10 to 16 orders of magnitude have been predicted for aggregates of colloidal metal particles.

While the size of a colloid can be controlled and thus matched to available laser wavelengths, the specific morphology of the surface of a colloid is not reproducible which leads to broad variations in intensity enhancement based.  In and effort to generate reproducible surface enhanced spectra, novel methods of fabricating uniform noble metal surface architectures have been developed.
(


  While each of these substrates has their individual advantages and disadvantages, all of these methods suffer from batch-to-batch relative standard deviations in excess of 30%.
  Despite this fact, there have been very few efforts to directly compare the SERS enhancement and reproducibility of various photonic nanostructures.  This effort seeks to directly compare two different methods of preparing bound colloidal substrates for their application as SERS substrates.  But more directly, we propose to extend the methodology outlined here as general means of evaluating different substrates under the same conditions and to subsequently refine the architecture of a substrate in order to allow sensitive and reproducible detection of biological threats. 

Experimental
The water background corrected UV-VIS absorption spectra (collected between 400 and 1000 nm) of Au hydrosols synthesized for SERS substrate preparation were diluted by a factor of two characterized with an Agilent 8453 UV/VIS/NIR Photo Diode Array Spectrometer in disposable polystyrene cuvettes for particle sizing verification (what reference for DLS-UV-VIS calibration curve?). Surface plasmon resonance spectra of Au substrates (prepared from ~25 nm Au hydrosol) was collected using an Ocean Optics diffuse surface reflectance spectrometer (between 400-1000 cm-1).  AFM images of Au SERS substrates were collected using the Explorer AFM (TopoMetrix Corporation) at a scan rate of 4.9 m/s (courtesy of Army Research Laboratory, Edgewood, MD).  Analyte-on-substrate SERS and Raman spectra were collected with a Horiba Jobin Yvon TRIAX 550 spectrograph with a focal length of 0.550 m.  The spectrograph is equipped with 600, 1200, and 2400 grooves/mm gratings.  All SERS and Raman spectra reported in this work were collected using the 600 grooves/mm grating.  The 647.1 nm of a Coherent 300C Kr-ion laser producing ~1.04 W at the laser head and ~204 mW at the probe head was used for SERS and Raman scattering.  The laser is coupled to the sample and to the entrance slit of the spectrograph via an In-Photonics Raman probe with a nominal focal length of 5 mm in the 180º geometry.  Rayleigh scattering from the sample observation volume as well as plasma discharge from the Kr-ion laser are blocked using a Kaiser SuperNotch™ holographic filter placed in the optical path before the monochromator entrance slit.  A thermoelectrically cooled 1024 x 256 pixel open electrode Symphony CCD camera vertically binned the full height of the chip, with a gain factor of 4.0 and an ADC rate of 20 kHz was used to collect all spectra.  Each SERS and Raman spectra represents an average of 10 accumulations with an individual exposure time of 1.5 seconds.  Spectra were processed using Origin Pro 7.0552 (OriginLab Corporation) and statistical information was calculated using MATLAB 7.2.0.232 (Mathworks, Natick, MA and PLS Toolbox 3.5 (Eigenvectors Research, Inc. Manson, WA).  A schematic of the experimental setup is shown in Figure 1.  For this study of Au substrate SERS substrate variability, a 6x10-3 M solution of Rhodamine-6G (Aldrich), a laser dye, was the analyte used due to its relatively weak SERS and Raman activity and potentially strong interfering fluorescence background.  
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Figure 1: SERS/Raman spectrometer experimental setup.

Results and Discussion
Slide Silanization and Derivativization

How the Au nanoparticles become associated with slides derivatized with APTMS was hypothesized to be a primary variable affecting SERS substrate performance variability.  In another study the variability in SERS performance as a function of derivatization time, slide orientation and number of coatings substrate preparation steps indicated that once slides where silanized and derivatized to a minimum level, SERS performance of Au substrates did not noticeably vary.9   In this study we chose to investigate the SERS variability caused by the Au nanoparticle physiosorption on APTMS derivatized slides.

The Au hydrosol used in substrate preparation was synthesized in an identical manner as described in resulting in a ~25 nm nominal Au particle size.
  Au hydrosol was stored at 10º C and allowed to come to room temperature before use.  25 mm square quartz slides (Quartz Scientific, Inc.) were used as blank substrates.  Slides were cleaned thoroughly and silanized in 50 mL disposable digestion tubes (DigiTUBE™; SCP Science) using a piranha solution (4:1 conc. H2SO4:30% H2O2) for 10 minutes and then stored until needed in distilled water.  Using spectrophotometric grade methanol (MeOH) from Aldrich and undiluted 97% 3-aminopropyltrimethoxysilane from Fulka, the slides where soaked in a 4:1 MeOH:APTMS solution for 24 hours for derivatization.  Derivatized slides were gently and thoroughly rinsed with spectrophotometric grade methanol and stored in spectrophotometric grade methanol for a minimum of 24 hours in order to allow un-bound APTMS to diffuse away from the slide.  Past experience with Au SERS substrate preparation indicated that unbound APTMS may be a significant cause of nonproductive Au hydrosol aggregation before desired electrostatic Au particle-slide association in the functionalization steps.  While the link between unbound APTMS contamination and Au hydrosol precipitation has not been conclusively proven, this precautionary step has reduced the functionalization-step related substrate preparation failure rate experienced in this work.

Slide Orientation during Functionalization

Orientation of the slide during functionalization was hypothesized to be a contributing factor to sample to sample intra-substrate variability due to the influence of localized concentration Au nanoparticle concentration gradients during slide functionalization.  To explore the effect of slide spatial orientation during functionalization, a series of slides were submerged semi-vertically in excess Au hydrosol as previously described in DigiTUBES™ while an otherwise identically prepared set of derivatized slides were submerged horizontally in excess Au hydrosol in 10 mL polystyrene weigh boats.10 In order to determine the effect of spatial organization during Au nanoparticle functionalization, the quartz slides were scored as shown in Figure 2.  
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Figure 2:  Substrate orientation map (x = row, y = column).
  Figure 3:  SPR spectra of vertically functionalized Au substrate sectors (x, y). 
If spatial orientation contributes to SERS substrate variability, variations in SPR spectra of the substrate as well as the SERS spectra of analyte on the substrate should be spectrally identifiable.  The spectral variability in the extinction spectrum is clearly seen in spectra collected within each sector (Figure 3)
Number of Au Nanoparticle “Coats”

The second variable hypothesized to affect SERS response variability was number of Au nanoparticle coats deposited on the quartz slide.  While it generally well accepted that the initial monolayer is electrostatically bonded to the ammonium ion functional group of the APTMS, additional Au nanoparticles will associate with the existing surface through weaker intermolecular forces of attraction in a stochastic manner.  It was hypothesized that additional coats would result in a better SERS response for an analyte.  AFM images and extinction spectra collected of Au-quartz substrates indicate that while additional coats do increase the thickness of Au coverage.  Figure 4 is a biplot of the 1st and 2nd Principle Components from the combined data set of SERS spectra collected in each of the 9 sectors on 8 individual substrates of each type shows the reduced variability in SERS spectra of Rhodamine 6-G on (R6G) 1 coat vs. 2 coat Au substrates.  The 95% confidence interval is shown as the dashed ellipsoid.  These statistics show that spectra collected on substrates made with 2 coats have fewer outliers and are more statistically similar than those from substrates made with only one coat. 
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Figure 4:  Principle Component Plots of R6G SERS spectra on 1 coat (left) and 2 coat (right) “dry” substrates.  1 coat substrates; n=8, 2 coat substrates; n=5.  Dashed ellipsoid represents 95% confidence interval.

Figure 5 shows the difference in relative SERS intensity for R6G on one and two coat “dry” Au-quartz substrates.  While the spectra look similar, the spectrum collected on a two coat substrates shows an order of magnitude increase in the response for the same integration period.  The two-coat substrate derived R6G SERS spectrum also shows a better signal-to-noise ratio.
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Figure 5:  R6G SERS spectra on one coat (left) and two coat (right) “dry” Au-quartz substrates.

Improved clustering of R6G SERS spectra within the 95% confidence interval indicated a significant reduction in substrate to substrate SERS substrate performance variability – a critical factor affecting confidence in the SERS detection and spectral identification of biological and/or chemical warfare agents.  While significant improvement in substrate SPR absorbance intensities and R6G SERS enhancement was observed between one and two coats, subsequent Au nanoparticle coats beyond two coats did not show any relative improvement.  Figure 6 clearly shows that additional coats increased the intensity of the plasmon resonance band at ~700 nm relative to the desired plasmon band at ~525 nm.  This band has been attributed to large Au particle aggregates that are not desirable in the fabrication of optimally performing Au nanoparticle-quartz SERS substrates. This trend in aggregation is accompanied by a reduction in desired surface roughness required to produce a strong SERS effect (Figure 7).
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Figure 6: SPR spectra comparison of 2 (left), 3 (center), and 4 (right) coat “soak” Au-quartz substrates. Compare to Figure 3.
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Figure 7:  AFM images of 2 (left), 3 (center), and 4 (right) coats “soak” Au-quartz substrates. Note the increasing vertical scale.
“Soak” vs. “Dry” Method Functionalization

“Soak” Method

We have found that after the slides are derivatized with APTMS, the means of introducing the Au nanoparticles on the surface determines the effectiveness of the resulting SERS substrate.  Effective SERS surfaces are stochastically rough with a uniformly random distribution of rough surface features resulting from aggregation of (Au) nanoparticles beyond the initial Au particle monolayer.
  The “soak” functionalization method is commonly used, but suffers from high SERS response variability in sample to sample and substrate to substrate spectral comparisons.

A series of derivatized quartz slides were placed in ~10 mL polystyrene weigh boats, immersed in approximately 8 mL of ~25 nm Au hydrosol for 24 hours, removed and rinsed with distilled water, and dried in a <5% relative humidity, room temperature (~70º F) low-dust glove box.  This process was repeated to apply a second treatment (coat) of Au nanoparticles.  The mechanism of Au nanoparticle association with the functionalized quartz slide is believed to be primarily diffusion and electrostatic attraction between the Au particles and the ammonium ion functional group.  As can be seen from AFM images and SPR spectra of the functionalized substrates, undesirable large particle aggregation (indicated by smooth AFM image topology and prominent SPR aggregate band (~700 nm) detracts from substrate plasmon bands (~525 nm) contributing to sensitive SERS response.  

“Dry” Method

It was next hypothesized that a direct evaporative Au nanoparticle deposition could lead to better substrate Au coverage and therefore perhaps further enhanced SPR and SERS spectra.  A series of derivatized slides where placed in 10 mL polystyrene weigh boats and 5 mL of Au hydrosol was carefully placed on the surface of the slide and placed in a room temperature, <5% relative humidity, low-dust glove box until completely dry.  This process was repeated with 3 mL Au hydrosol to apply a second “coat.”  Figure 8 shows the dramatic difference in surface roughness between one and two “coats” of Au hydrosol using the “dry” method as compared to 2 coats of Au hydrosol using the “soak” method.  The well defined peaks as well as the stochastic distribution of these rough surface features are well known to be important contributors to enhanced SERS substrate performance.
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Figure 8: AFM images of 1 coat (left) & 2 coat (center) “dry” compared to 2 coat “soak” (right) Au-quartz substrates.
 “Soak vs. Dry” Functionalization Method SERS Performance Comparison

Having established strong AFM image and SPR spectral evidence of improved primary plasmon band (~525 nm absorption for 647.1 nm excitation) for a two coat “dry” functionalized Au-quartz SERS substrate, as compared to fewer “dry” coats and any “soak” method Au SERS substrate; Rhodamine 6-G was used as a Raman scattering analyte. Its characteristics provided more realistic opportunities to judge the performance of our Au SERS substrates in anticipation of future biological and chemical warfare agent detection and identification requirements.  The most significant early predictor of Au-substrate SERS performance is the extinction spectrum as it determines the optimum choice of excitation wavelength and a comparative indicator of Au coating surface roughness.  Figure 8 shows the comparative extinction spectra of a two coat “soak” Au-substrate, a two coat “dry” Au-substrate, and the ~25 nm Au hydrosol.
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Figure 8: Comparison of two coat “soak” (left) substrate, two coat “dry” (right) substrate substrates SPR absorbance.

To determine the relative SERS performance of “soak” and “dry” Au-quartz substrates, the substrate was placed in a polystyrene weigh boat and covered with 10 mL distilled water.  A 6 mM R6G solution was added incrementally to the distilled water and stirred before an R6G SERS spectrum was collected.  Figure 9 shows representative R6G SERS spectra collected from two coat “soak” and two coat “dry” Au-quartz substrates.
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Figure 9: “Soak” (top) and “Dry” (bottom) substrate derived aqueous R6G SERS spectra.

Although absolute R6G SERS intensities for the two-coat “soak” substrate were consistently greater than that collected from the two-coat “dry” substrate, the signal-to-noise of R6G SERS spectra from the “dry” substrates were consistently much better.  The amplitudes of two characteristic R6G peaks at 1316 and 1360 cm-1 were compared to a polystyrene internal standard reference peak at 1000 cm-1 (from the polystyrene weigh boat) at increasing R6G concentrations to gauge relative comparative SERS enhancement, analytical sensitivity, and detection limits.  Figure 10 shows the side-by-side SERS enhancement of aqueous R6G Raman spectra at concentrations ranging from zero to 45 mM.
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Figure 10:  Relative R6G SERS enhancement on “soak” and “dry” substrates.
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Greater SERS enhancement generally allows a lower limit of detection.  Evident from the comparison of relative SERS enhancement of two-coat “soak” and two-coat “dry Au-quartz substrates is the superior two-coat “dry” Au-quartz substrate SERS performance through the entire concentration range as greater sensitivity in the important sub-1 milli- molar concentration range.  The statistical comparison (95% confidence interval) of the SERS performance of two-coat “soak” and “dry” Au-quartz substrates indicate that in addition to demonstrated greater SERS enhancement, spectral reproducibility of R6G on two-coat “dry” Au-quartz substrates is significantly better than “soak” substrates. (Figure 11).
Figure 11:  Primary Component score plots of two-coat “soak” and “dry” Au-quartz substrate R6G SERS spectra.
Conclusion
SERS using quartz-bound Au nanoparticle substrates are have been used to identify substrate related sources of spectral variability. Experiments varying quartz slide orientation and Au nanoparticle delivery method show that soaking substrates in the hydrosol introduced significant concentration gradient and aggregation effects in the substrate extinction spectra and hampered the reproducibility of SERS spectra of R6G applied to spatially mapped substrate regions. Applying multiple Au hydrosol treatments to functionalized quartz substrates revealed interesting relationships between Au nanoparticle thickness, extinction and SERS spectra.  Most importantly two coats of Au hydrosol significantly improved the substrate spectral reproducibility and analytical sensitivity.  While AFM images and extinction spectra collected on substrates indicate that additional coats do increase the thickness of Au coverage, there is no significant increase in the performance of the substrate beyond two coats.  Improved spectral reproducibility should lead to improved confidence in the SERS detection and spectral identification of biological and chemical warfare agents.  
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A readily automated procedure for testing and calibrating the wavelength scale of a scanning hyperspectral imaging camera is described. The procedure uses the absorbance features from a commercial dydium oxide filter as a wavelength standard. The procedure was used to accurately determine the pixel positions to a fraction of the sampling interval. An algorithm was developed to determine the wavelength for any given abscissa and the accuracy of the estimated wavelength for a given calibration. During this investigation we determined that the sampled pixels show both trend and serial correlation as a function of the spatial dimensions. The trend and serial correlation are filtered out by using an efficient local linear regression model of order three with different sample size for different spectral band. The sample size is selected optimally. Experimental results will be presented to show the improvement in the accuracy of the calibration equation computed using the corrected pixels.

Background

This research details and justifies an algorithm to estimate the wavelength and determine the accuracy of the estimated wavelength for calibration pixels that do not form an independent random sample.  Due to an unknown systematic error interjected by the hyperspectral imaging camera, the relative wavelength position of pixels in the cube drift as a function of the spatial domain so that the trend is a function with two spatial variables. This trend is much more significant for pixels along one of the spatial dimension (column) than the other spatial dimension (row) and has a similar pattern for each column of pixels so that the trend can be reduced to a function of only one variable (column). In addition to the trend, serial correlation in the spatial domain exists and behaves similarly to the trend. The serial correlation function is also much more significant for pixels along the column than the row. The serial correlation function can also be reduced to a function of only one variable (column). The calibration pixels have a trend as a function of column number and serial correlation as a function of column number and thus the pixels do not form an independent random sample. The error introduced by not using an independent random sample in the calibration is significant if we wish to use hyperspectral imaging for identifying unknown samples by matching acquired spectra with independent library spectra.  Thus, an algorithm to filter both the trend and serial correlation from the pixels is needed before the pixels are used in computing the calibration equations. Such an algorithm has been briefly described in [1], but is presented in more detail in this paper. 
Hyperspectral imaging shows great promise in many commercial and defense related remote sensing applications.  By pattern matching the library spectra of know samples, the absence or presence of these samples can be identified in a hypercube.  However in order to have confidence in the assignments made within an image based on matching library spectra, the abscissa representing the wavelength dimension at each pixel in a hypercube must be known with great confidence.  Since each pixel in the image cube represents an independent spectrum, each pixel can have a separate and independent calibration.  This necessitates the need to properly calibrate each pixel within the image plane with a well defined and robust calibration standard.  

Experiment

Theory

Remote sensing platforms generally use a passive means to detect an object from a distance.  What the detector actually samples is a portion or band of the electromagnetic spectrum representative of the target.  The sampled electromagnetic spectrum is a continuum of energy that carries specific information about the physical nature or surrounding environment of the target.  The intensity of an observed electromagnetic spectrum is also proportional to the amount or concentration, number of particles per unit volume, of the species.  Hyperspectral imagery is capable of recording the relative intensity of electromagnetic radiation divided among hundreds of narrow bands.  The data collected through hyperspectral analysis is represented by a cube, where two of the dimensions represent spatial information, x and y axes of the focal plane, and the third dimension represents an intensity at a given wavelength (Figure 1).  

Imaging spectrometers collect hyperspectral data with one of three basic instrumental designs.  The first type utilizes a “whisk-broom” scanner design.  While the forward motion of the platform defines the y-axis, the x-axis is defined by an oscillating mirror.  As the mirror rotates, the radiance of an individual pixel is focused onto a diffraction grating.  The light is then dispersed and imaged onto an array detector that records the spectrum.  The second type uses a “push-broom” scanner design.  In this design, the x-axis is sampled as a complete stripe of pixels.  This spatial array is then spectrally dispersed onto the focal plane of a two dimensional array detector that records the spectrum at each coordinate.  The third type uses a two dimensional detector array for spatial sampling and uses filters to select the appropriate wavelength.   Because the bandwidth of a filter is normally very broad in comparison to a spectral feature, this approach is not as selective as the other two.  While the “push-broom” arrangement provides a greater dwell time on each spatial pixel, providing a greater signal-to-noise ratio, this scanner design requires a relatively large two dimensional array detector [2].

The wavelength presented at a pixel from a hyperspectral imaging camera that uses a prism or grating system is not automatically known with certainty.  However if the focal plane is stable, the abscissa in the spectral domain can be calibrated from the dispersion of a well defined standard. In order to determine the wavelength of features in spectra accurately, it is necessary to have an algorithm to model the wavelength as a function of the abscissa and determine the accuracy of the estimated wavelength. Calibration within the wavelength domain of a hyperspectral camera is much more complicated than that of an array spectrometer.  Since each pixel in the image contains an independent spectrum, theoretically each pixel could have a separate calibration equation.  
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Figure 1:  Hyperspectral Data Cube

The calibration equation for estimating the wavelength for any abscissa can be obtained by using a simple linear regression model of known wavelength versus relative pixel position at the focal plane.  In addition to estimating the wavelength, to have confidence in the calibration it is necessary to determine the accuracy of the estimated wavelength. A sample of calibration equations can be generated by fitting the simple linear regression model to each of the absorbance pixels from an entire cube. If the absorbance pixels from the entire cube formed a random sample, the intercepts and slopes of the simple linear regression equations would form an independent random sample from a bivariate normal distribution. A scatter plot of the intercepts and slopes would form points enclosed by an ellipse which is basically the confidence ellipse. The confidence ellipse shows the ellipse of uncertainty in the estimated intercept and slope. In this research, an algorithm to estimate the wavelength for a given abscissa and determine the accuracy of the estimated wavelength for an independent random sample of calibration pixels has been developed. 

Experimental Set-up

The data cubes were acquired with an SOC 700-Visible  Hyperspectral Imaging System (Surface Optics Corporation 11555 Rancho Bernardo Rd. San Diego, CA 92127) using software written at Picatinny Arsenal, NJ.  The imager acquires a 640 pixel by 640 pixel image that is 120 wavelengths deep in approximately four seconds.  A data cube then consists of 640×640 pixels and each pixel has 120 spectral bands of unknown wavelengths. For our purposes, each run in the experiment consists of approximately 10 separate data cubes. In order to generate a well defined calibration at each pixel, data cubes were generated by imaging the hyperspectral imaging camera into an attached integrating sphere (Labsphere, North Sutton, NH). The integrating sphere generated a uniform; National Institute of Standards (NIST) calibrated radiance at each pixel. The wavelength calibration standard was a commercially acquired 72mm Hoya™ red intensifier filter (didymium oxide).  The absorption bands of this filter (figure 2) were determined to ± 0.2 nm through calibration with a NIST certified didymium oxide filter (Avian Technologies, Wilmington, OH). Since the sampling interval of the hyperspectral imaging camera was ~4 nm, the uncertainty in the filter calibration was more than an order of magnitude smaller and generously adequate for our purposes.  To generate an absorbance spectrum at each pixel in the data cube, two separate cubes were acquired; one using the Hoya™ red intensifier filter (red cube) and another cube acquired using only white light (white cube). The absorbance was calculated in the normal fashion by taking the negative logarithm of the ratio of the two data cubes.  More precisely, the intensity of the partial pixel at row
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Figure 2: Didymium Oxide Filter, 50.8 mm x 50.8 mm (Hoya V-10 Filter) with traceability of measurement to: ASTM Test Method E 1331-96, Test Method E903-96, NRC Certificate PO1948 (Didymium Oxide Glass)

Experimental Results and Discussion
Wavelength Calibration Algorithm

In this section, an algorithm based on local linear regression of order three with different sample size for different spectral band to filter out the trend and serial correlation from the calibration pixels is described. The sample size is odd and is selected optimally based on the autocorrelation function and partial autocorrelation function. 

In general, no significant registration problem in the spatial domain is observed among the cubes in a single run so averaging all the cubes in a single run would reduce random fluctuation in the pixels. Averaging the cubes however, did not reduce the trend and serial correlation in the pixels. The spectral intensity of the partial pixel at row
[image: image19.wmf]m

, column
[image: image20.wmf]n

, and spectral band
[image: image21.wmf]l

 in a mean white cube which is used in the algorithm is denoted by 
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The trend and serial correlation in a column of pixels can be described by a P-dimensional vector function with row number as the independent variable. The P-dimensional vector function of one variable can be adequately represented as P scalar functions with row number as the variable. Each scalar function describes the trend and serial correlation along a column of pixels for one spectral band. The part of the scalar function that describes the trend can be estimated by a global linear regression model of an appropriate order. In order to describe both trend and serial correlation, the scalar function can be adequately estimated by a set of local linear regression models of order three with varying sample size. The interpolated position of a spectral band within a pixel along a column will be referred to as the partial pixel for that spectral band. The partial pixel at each row number, except the first and last few rows, is modeled by a linear regression model of order three with varying sample size. The partial pixel at the each of the first few rows or the last few rows cannot be estimated by a local regression model because it does not have sufficient sample points. Thus, the partial pixel at the each of the first few rows or last few rows is estimated by the closest local regression model that has sufficient sample points.

A local linear regression model of order three with an appropriate odd sample size 
[image: image24.wmf]n

 for partial pixel 
[image: image25.wmf],,

m

y

nl

 is


[image: image26.wmf](

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

23

,,

23

1,,

23

1

1,,

23

,,

23

1,,

23

1,,

,,

23

1

1111

1111

1000

1111

1111

1

im

im

i

m

m

m

im

im

mmm

y

mmm

y

y

y

y

y

mmm

y

mmm

nl

nl

nl

nl

nl

nl

nl

b

b

-

-+

-

+

+-

+

éù

---

êú

éù

êú

êú

-+-+-+

êú

êú

êú

êú

êú

êú

---

êú

êú

êú

êú

=

êú

êú

êú

êú

êú

êú

êú

êú

êú

êú

---

êú

êú

êú

ëû

êú

êú

ëû

MMMM

M

M

MMMM

(

)

(

)

(

)

,,

1,,

1,,

2

,,

3

1,,

4

1,,

,,

im

im

m

i

m

i

m

i

im

im

e

e

e

e

e

e

e

nl

nl

nl

nl

nl

nl

nl

b

b

-

-+

-

+

+-

+

éù

êú

êú

êú

éù

êú

êú

êú

êú

êú

+

êú

êú

êú

êú

êú

êú

ëû

êú

êú

êú

êú

ëû

M

M

,
(2)

for 
[image: image27.wmf]1

1,2,,; .

2

n

immMmm

-

=++-=

L

 Equation (2) can be written compactly as
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where it is assumed that 
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A predicted partial pixel from row
[image: image34.wmf]m

, column
[image: image35.wmf]n

, and spectral band 
[image: image36.wmf]l

 is denoted by
[image: image37.wmf],,

y

mnl

. The predicted partial pixels from a given column of pixels for a given spectral band are computed as follows:
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It is possible to substantially reduce the computational cost associated with the local linear regression model of order three. The main computational cost is the computation of the estimated regression coefficients
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 in (4) for each partial pixel. The inverse of 
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. Because of the uniform spacing in the wavelength dimension abscissa the quantity 
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 depends only on sample size and does not depend on row so it needs only to be computed once for each sample size. By centering the abscissa in the formulation of the local linear regression model (3), the predicted partial pixel is the estimated intercept so it is obtained efficiently without using the other estimated regression coefficients. It is substantially more efficient to compute the quantity 
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 first for a range of sample sizes and then to store these quantities in memory. This quantity is computed symbolically.

The sample size is selected based on the autocorrelation function and partial autocorrelation function to minimize the trend and serial correlation in the corrected pixels. The partial pixel value of a spectral band from a column of pixels looks like a non-stationary time series that can be represented by an Autoregressive Integrated Moving Average model (ARIMA). Without the trend, the stationary times series can be represented by an Autoregressive Moving Average model (ARMA). The ARMA model is characterized by the autocorrelation function and partial autocorrelation function in which both of these functions decay to zero exponentially [3,4]. A local linear regression model can reduce the trend and serial correlation if the sample size is selected appropriately. 

To reduce the trend and serial correlation, the sample size is selected to minimize the absolute values of the autocorrelation functions and partial autocorrelation functions of the corrected partial pixels in which the partial pixels are partitioned into ten time series.  The autocorrelation function for the 
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The partial autocorrelation function for the 
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 time series from the predicted partial pixel 
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The sample size for predicted partial pixel 
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is selected to minimize both the maximum autocorrelation 
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To remove the trend and serial correlation from the partial pixels of a spectral band from a column of pixels, the predicted partial pixel is subtracted from the mean predicted partial pixel and the resulting difference is divided by the predicted partial pixel. The resulting quantity is multiplied by the partial pixel and is added to the partial pixel to generate the corrected partial pixel 
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 which is defined below.
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The corrected partial pixel still contains the random fluctuation, but has minimal trend and serial correlation. The corrected partial pixels from the mean red cube are obtained in the same way. The corrected partial pixels from the mean white cube and mean red cube are used to generate the absorbance at each pixel for estimating the calibration equation. In order to estimate the wavelength for any abscissa in the spectrum, a linear regression model of order one is fitted to the estimated abscissa of the absorbance peaks with known corresponding wavelength. A linear regression model of order two is used to estimate the abscissa of the peaks. The number of sample points is selected so that the peak is within the points and the points are within the two nearest inflection points. Using these criteria the maximum numbers of sample points varies for different peaks, but they are all at least five. For this experiment the number of peaks selected is six and the number of sample points used for each peak is five. 
Numerical Results

Numerical results obtained using data cubes from the calibration of a hyperspectral imaging camera are presented in this section. It is not feasible to actually see the pixels of an absorbance cube in a high-dimensional space, but the trend and random fluctuation in the pixels can be observed from the angle between the pixels and a reference pixel. The angle for a pixel from a row is computed as the cosine angle between a pixel from that row and the mean pixel of that row. The angle for a column of pixels and for the pixels in the main diagonal are computed in a similar way. The angles from a row of pixels in an absorbance cube show random fluctuation but do not show any significant trend as shown in Figure 3 for Row 320. However, the angles from both a column of pixels and the pixels in the main diagonal in an absorbance cube look similar and show random fluctuation and significant trends as shown in Figure 4 for Column 320 and in Figure 5 for the diagonal pixels. The maximum angle for a row of pixels is less than 1 degree and for a column of pixels and the pixels from the diagonal is less than 5 degrees. Thus, the trend is much more significant in the column than in the row and the trend is a more serious problem than the serial correlation. By averaging all the cubes in a single run, the angles from all three types of pixels in the mean absorbance cube show reduced random fluctuation but no change in the trends as shown in Figures 6, 7, and 8. 
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The mean calculated absorbance spectrum of the wavelength standard from a data cube is used to estimate the trend and serial correlation in a column of pixels. The graphs of partial pixel positions of the calculated spectrum versus row show different shape for different spectral bands. However, only the partial pixels at Spectral Band 74 of Column 320 are shown in Figure 9 for illustration and they indicate trend and random fluctuation as a function of row number. The estimated trend and random fluctuation due to the serial correlation are shown in Figure 10. The corrected partial pixels which have minimal trend and serial correlation are shown in Figure 11. 
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The total number of points from the corrected partial pixels is 640 and the autocorrelations and partial autocorrelations are computed for 10 time series of size 64 each as shown in Figures 12 and 13 for the corrected partial pixels at Band 74 of Column 320. The maximum correlation and sample size for all the other spectral bands are shown in Figures 14 and 15, respectively. This algorithm is applied separately to both the cube acquired using white light and the cube acquired using the Hoya™ red intensifier filter. The maximum angle for a row, a column, and a diagonal of pixels from the corrected absorbance cube is less than 1 degree as shown in Figures 16, 17, and 18.
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In order to obtain a prediction equation for estimating the wavelength for any abscissa in the spectral band, a linear regression model of order one is fitted to the abscissa of the peaks of an absorbance pixel as shown in Figure 19 with known corresponding wavelengths. The abscissa and the corresponding wavelengths of the six selected peaks are shown in Figure 20 for an absorbance pixel from Row 320 and Column 320. 
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If a sample of absorbance pixels forms an independent random sample, a scatter plot of the estimated regression coefficients would form a solid ellipse. The scatter plots of intercept versus slope for the absorbance pixels from each row (row 30 to 600 at an increment of 30) are shown in Figures 21-24. In these plots each row of absorbance pixels forms an ellipse indicating that there is no significant trend along the row. The plots also show that the ellipses in Figures 21-24 do not overlap in general indicating that the ellipses are from different populations. This means that there is a significant trend that is a function of row number.  The scatter plots of intercept versus slope for the absorbance pixels from each column (column 30 to 600 at an increment of 30) are shown in Figures 25-28. In these plots each column of absorbance pixels forms a straight line indicating that there is significant trend in a column of pixels. Thus, there is significant trend as a function of row number in a column of pixels. The scatter plot of intercept versus slope for all of the absorbance pixels from the mean white cube shown in Figure 29 forms a straight line. As a result of the trend and serial correlation in the absorbance pixels, the uncertainty in the estimated intercept ranges from 390 to 410 nanometers and the uncertainty in the estimated slope ranges from 4.1 to 4.3 nanometers.
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Having filtered out the trend and serial correlation, the scatter plots of intercept versus slope for the corrected absorbance pixels are shown in Figures 30-33 for each row (row 30 to 600 at an increment of 30) and in Figures 34-37 for each column (column 30 to 600 at an increment of 30). In these plots each row of corrected absorbance pixels forms an ellipse and these ellipses overlap one another. Similarly, each column of corrected absorbance pixels forms an ellipse and these ellipses overlap one another. The scatter plot of intercept versus slope for all of the corrected absorbance pixels from the mean white cube shown in Figure 38 forms an ellipse. Having filtered out the trend and serial correlation from the absorbance pixels, the uncertainty in the estimated intercepts has significantly improved to a range of 392.5 to 394 nanometers and the uncertainty in the estimated slopes has significantly improved to a range of 4.2651 to 4.283 nanometers. Thus, the algorithm has significantly improved the uncertainty in the calibration equation used to estimate the wavelength for a given spectral band.
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In this work we have shown that errors in wavelength calibration can cause as much as a 20 nm deviation in the spectrum and that if taken for granted would result in an erroneous assignment or classification from library spectra. The algorithm and calibration procedure described here successfully filtered out the trend and serial correlation that resulted from the scanning optical arrangement in the hyperspectral imaging camera.  In doing so, the uncertainty in the intercept was reduced to less than the wavelength sampling interval and greatly improved the confidence in any acquired spectrum.
Future Direction
The current research laid the foundation for future exploitation of the hyperspectral imaging (HSI) system.  Future research will focus on applying HSI technology and Raman spectroscopy to the problem of remote (>100m) chemical detection. HSI has many potential military applications and future research will focus on broadening those possible applications.  

Short Term - This effort has two linked fronts – design and optimize Raman-hyperspectral one meter experiment in conjunction with developing a signal processing algorithm that can accurately identify chemical compounds from the experimental output. Experiment design includes the addition of a telescopic lens to the HSI system and optimization of data collection parameters.  A continuous loop of data interpretation/ algorithm design mirrors the experimental design process.  Our goal is to demonstrate the ability to detect and identify a single chemical at one meter.

Long Term – Research will expand detection range to 100 meters with multiple chemicals targets and scenarios.  A scanning system incorporated and the modification of the detection algorithm.

End State – At the completion of the proof of concept at one meter, we will begin looking for potential customers willing to sponsor a technology transfer.  Our goal is that by the completion of the 100 meter detection demonstration, a technology transfer plan will be in place and allow for the easy transition to a customer.  Designing the research with COTS materials should allow the rapid development from a 6.2/6.3 lab prototype to a 6.4, environment testable instrument.
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Polymeric Humidity Sensor Based on Laser Carbonized Polyimide Substrate

LTC John M. Ingram AND AUGUSTUS W. FOUNTAIN III1
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United States Military Academy

West Point, New York 10996

1 Currently with Edgewood Chemical Biological Center, Aberdeen Proving Grounds, MD

This research demonstrated some of the capabilities of a laser carbonized polyimide substrate functioning in an all polymer humidity sensor.  Most polymeric chemical sensors are based on alumina or silica substrates with gold or silver deposited wiring.  These sensor substrates are relatively expensive and complicated to manufacture.  A Kapton-based all-polymer substrate is a possible alternative for use in future chemical and biological sensing applications.  The substrate was carbonized to form electrically conducting filaments using a focused cw Argon Ion laser beam operating at 364nm and 514nm.  The substrate was coated with a hygrosensitive polymer and tested varying humidity, test frequency, test voltage, and temperature.  Two separate hygrosensitive polymer coatings were tested:  2-hydroxy-3-methacryloxy propyltrim ethylammonium chloride (HMPTAC) and polyethylene oxide doped with lithium perchlorate (PEO-LiClO4).  Humidity detection was used as a proof of concept for future research into chemical and biological agent detection.  Results demonstrate the Kapton based sensor performed as well as an alumina gold substrate and indicate the all polymer substrate is a viable sensor substrate for future use in chemical detection systems.

Background

The problem of developing small, real time point detection systems for chemical agents is being addressed all over the world [1-17].  Proposed approaches use various detection schemes, but virtually all are using the same substrate to build their sensing device: a silicon or alumina platform with deposited gold or platinum wiring.  This substrate introduces special problems to the sensor design.  Silicon substrates with gold wiring are expensive and sometimes need to be post-processed at the manufacturing facility [1-4].  Both silicon and alumina substrates have shown adhesion problems since the interface between a metal and a polymer coating can be degraded through either differing rates of contraction/expansion or simply a hot metal surface trapping heat under the thin insulating polymer coating [1]. For our purposes silicon is too brittle and alumina is too rigid, which could lead to sensor damage under torsion or bending stress.  We are trying to develop flexible chemical and biological sensing materials that can be integrated into a chemical protective over garment.  In this application, a sensor connected to a Boolean response indicator gives each individual chemical detection capability in a chemical hazard area. 

While cost issues and fabrication problems are not critical in the laboratory environment, future research should work in parallel to develop a sensor substrate that would minimize these potential issues in a real world application.  We believe a carbonized polymer is a candidate for an ideal substrate.  Kapton is an example of an insulating polymer that can be laser-carbonized to form conducting filaments.  This substrate is flexible, durable, inexpensive and easy to manufacture.  While the Kapton polyimide is a good insulator, research has shown that the laser-carbonized filaments are fair conductors [18,19,24].  Additional opportunities to increase the effectiveness of some sensor designs lie in the fact that the carbonized filaments are porous and their resistivity can be manipulated easily during processing.  The resistivity of carbonized Kapton filaments is a function of laser energy density and wavelength.  Energy density is controlled by the scan speed, focus of the laser beam, and the total number of scans.  At the present time, these combinations are repeatable to within ±20% of output resistivity. Researchers discovered that lines as narrow as 10 (m in width and specific resistance as low as 0.01 (cm could be achieved using cw lasers in the 350 – 380 nm UV region [22].  Raman spectra of the filaments have shown the material is principally a "glassy" carbon composed of small crystallites [18].     

During the last two years, our laboratory has developed several capacitive-type humidity sensor prepared on Kapton substrates using filaments carbonized with UV or visible laser light as electrodes and a coating of either 2-hydroxy-3-methacryloxypropyltrimethylammonium chloride (HMPTAC) or polyethylene oxide doped with lithium perchlorate (PEO-LiClO4) as the hygrosensitive dielectric [25].  The Kapton-based circuit was able to determine humidity changes in a controlled atmosphere between 0 – 95 % relative humidity.  The sensors displayed a smooth logarithmic response to water vapor and no deterioration over eight months of use.  Research continues with the humidity sensor to optimize the design and sensitivity parameters. While these humidity sensors are intended to demonstrate the viability of the all-polymer substrates, they could be adapted to perform inexpensive humidity detection in a diverse set of environments.  

Experiment

Pyrolysis Procedure
A Coherent Innova 200 argon ion laser operating at 514 nm or 364 nm was used to pyrolyze Kapton samples (Figure 1).   Pyrolysis took place in a custom made chamber consisting of a 10(5(8 cm black aluminum box with a removable lid sealed with a rubber gasket.  The chamber had a .635 cm (1/4") Swagelok inlet and exhaust port to deliver the argon gas flow at 2 L/min throughout pyrolysis.  The front side of the chamber contained a 1 cm thick quartz window.  The chamber served two purposes:  the atmosphere surrounding the Kapton sample could be controlled and the hazardous byproducts of pyrolysis could be exhausted safely.  

500HN (127 m thick) Kapton sheets were used as received from DuPont.  The sensor pattern (Figure 2) was laser carbonized onto 3(1 cm piece of Kapton under an argon atmosphere in the pyrolysis chamber.  A General Scanning Inc. (Billerica, Massachusetts) DE 2000 scanner was used to control the laser pattern on the Kapton surface.  Laser beam was focused using a CaF2 plano-convex lens having a focal length of 20 cm. 

The laser pyrolysis mechanism of Kapton is described in detail elsewhere [18-24].  Carbonization of a typical sensor was carried out with an energy density of 0.60 – 1.80 J/cm2.  Energy density is a function of scan speed, laser power, total number of scans, and the pyrolysis wavelength.  The relationship between energy density and filament composition is under study.  Figure 5 is a scanning electron microscope image of a filament formed from multiple scans from a laser with an energy density of 1.80 J/cm2 at a pyrolysis wavelength of 514 nm.


[image: image73]
Figure 1: Laser pyrolysis experimental set-up.  Argon ion laser is tunable to 333, 364, 488 and 514 nm.
Sensor Fabrication

After carbonization, the sensor substrate was taped to a glass slide to provide rigidity throughout fabrication and testing.  Wire leads were attached to the ends of the carbonized filaments using silver paint (Figure 2).  The substrate was drop coated using a 7.22 mg/mL HMPTAC/methanol or 10.0 mg/ml PEO-LiClO4/acetonitrile solution in a dry nitrogen atmosphere.  The sensor was dried at 60 ºC for 24 hours before testing. 

[image: image74.wmf]
Figure 2: Tongue and fork sensor design.  The carbonized filaments are raised above the Kapton surface.

99.9% anhydrous methanol was used as purchased.  HMPTAC was purchased from Aldrich.  Solid HMPTAC was placed in the methanol at room temperature and sonicated for 2 hours.  The saturated solution was separated from any remaining solid material.  Final solution had a slight yellow tint and was slightly viscous.   

99% acetonitrile was used as purchased.  PEO (MW ~4,000,000) was purchased from Aldrich and used without further purification.  99.99% LiClO4 was used as purchased from Aldrich.  PEO and LiClO4 were combined in a 5 to 1 ratio by mass.  The PEO and LiClO4 needed to be dissolved separately and then mixed to prevent clumping.  The PEO mixture took several days to dissolve at room temperature.  Heating did not appreciably accelerate the process.  The resulting PEO-LiClO4 solution was viscous and clear.  

Testing 

The testing station consisted of a Dell computer running LabVIEW to control and record testing conditions.  Two computer controlled Aalborg GFC17 mass flow controllers were used to deliver known amounts of extra dry nitrogen and nitrogen saturated with water vapor to a Plexiglas 15×10×8 cm test box.  The glass slide containing the sensor was placed opposite an Omega RH-62C-MV analog hygrometer in the test box.  The sensor and the Omega hygrometer were separated by 2 cm.  The test box and the hygrometer were placed in a Sigma Systems M10, liquid nitrogen cooled thermal chamber.  Thermal chamber with controller was able to hold the temperature of the test to within one degree Celsius.  The hygrometer output was sent through a National Instruments SB68 controller to a National Instruments Data Acquisition Card (DAC).  The two leads from the fabricated sensor were fed through Kelvin clips into a QuadTech LCR 1970 meter.  The LCR meter output was then sent to LabVIEW using a GPIB cable.

Note on testing limits:  The Omega RH-62C-MV analog hygrometer is only valid 5-95% RH.  After purging the system for 24 hours with extra dry nitrogen, we were confident that virtually no water vapor remained in our system.  As the automated mixing was performed during testing, the relative humidity curve was linear with an intercept at 0%RH.  From this measurement, 1-5% RH data was extrapolated for the very sensitive PEO-LiClO4 sensor.

Experimental Results and Discussion

Complex impedance measurements of the sensors showed separate response profiles to changes in humidity.  The HMPTAC coated sensor displayed a continuous response over 5 – 95% relative humidity (Figure 3).  The PEO-LiClO4 coated sensor showed immediate response to even the smallest water vapor and continued through 95% humidity (Figure 4).  The sensor substrate was optimized for dynamic range by varying the filament conductivity, sensor area, and coating thickness.  The sensor was also tested for voltage, temperature and frequency dependence.  The optimized HMPTAC sensor was compared to a sensor formed on an alumina/gold substrate fabricated by the Sakai group.  If not stated otherwise, all measurements were carried out at 20 ºC and 1000 Hz.


[image: image75]
Figure 3: HPMTAC sensor performance.  Sensor was optimized for sensitivity and response time.
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Figure 4: PEO-LiClO4 sensor performance.  Sensor was not optimized.

Pyrolysis Energy Density
By varying the surface pyrolysis energy density, filaments of different size and conductivity can be built (Figure 5).  Initial experiments showed that both filament conductivity and size had only a small effect on sensor performance.  The range of filament conductivity and size was purposely limited for this series of experiments.  Further experimentation in this area is still needed.  It is hoped that in the future, a greater control over the filaments properties (size, conductivity, porosity) will lead to a more tailored sensor substrate. 


[image: image77]
Figure 5: SEM image of a larger carbonized filament.  Filament formed with 5 passes of the laser at a scan rate of 111 mm/s and total laser energy of 1.80 J/cm2.  The filament exhibited a resistance of 1.29 k/cm.
Sensor Area
Sensor area is the amount of polymeric surface that interacts with the analyte gas (water vapor) between carbonized filaments.  The different combinations of circuit design and filament spacing can be used to manipulate sensor area.  The basic sensor design was based on a capacitive type circuit with complex impedance being the measured circuit parameter.  Several circuit designs were used ranging from the tongue and fork design illustrated in Figure 2 to a six-fingered comb design.  Filament spacing is defined as the distance measured between two filaments.  The filament spacing can be viewed as the dielectric distance between two capacitive plates.  By varying the design configuration and the filament spacing, the area between filaments was optimized for the widest dynamic sensor response range.

A wider dynamic range was shown to correlate to a smaller interaction area.  The widest sensor range was found using a simple tongue and fork design (Figure 2) with a 20 m filament spacing.  This behavior should seem intuitive.  It follows that the smaller the sensor area, the greater the sensitivity to a change in the environment and the wider the sensor's response.  Research using microdots of polymeric sensing materials have shown similar results [5].  

The PEO-LiClO4 coated sensor demonstrated the versatility of design on the performance of the sensor.  The more water sensitive the coating material the more surface area could be exposed.  The PEO-LiClO4 had double the surface area and, as illustrated in Figure 4, still responded over the full range of relative humidity.  Reducing the sensor area resulted in no net change in dynamic response.  This may be due to the testing system not being able to accurately measure relative humidity below 5%.  Figure 4 illustrates extrapolated data based on the slow mixing of extra dry nitrogen with saturated wet nitrogen.

Polymer Coating Thickness  
The thickness of the HMPTAC sensing layer was directly related to the sensitivity and response time of the sensor.  The thickness was defined as the amount of the HMPTAC polymer drop coated onto the sensor area.  For thinly coated sensors a small increase in the dynamic range was observed as the thickness increased from 5.7 g/mm2 ( 17.2 g/mm2.  However at a thickness of 22.9 g/mm2, the sensor exhibited a dramatic increase in dynamic range from 22 ( 95% RH to 5 ( 95% RH.  Curiously, this large increase was unique to the small sensor area design.  For sensors with wider spaced filaments (60 ( 150 m) or greater sensor area (four or six fingered comb designs), the range remained constant at 22 ( 95% RH.  A thickness of HMPTAC at 22.9 g/mm2 was optimal for the small sensor design.   Additional drop coating to increase the HMPTAC layer thickness increased sensitivity only slightly, but greatly increased sensor response time.  The slow response mechanism was attributed with the thick coating.  The overall proposed mechanism for hygro sensitivity is based on ion transport: chlorine/hydronium ions for the HMPTAC sensor and lithium/hydronium ions for the lithium perchlorate sensor [26].  For very thick sensor coatings, after being detected the water molecules become trapped deep in the sensing material and can not rapidly migrate back to the surface.  These sensors showed little hysteresis when the relative humidity was changed slowly (1.3% RH per minute) (Figure 6).  The sensors demonstrated a response time of 30 seconds for a step increase in relative humidity from either 40% to 90% or from 90% to 40%.   

The PEO-LiClO4 sensor had a similar response.  Unfortunately the sensor thickness was not optimized.  The PEO-LiClO4 coating was 41.6 g/mm2 and responded quickly to rises in RH (<30 seconds for a 5% increase) but had very large recovery times (>10 minutes for a 5% decrease in RH).  This may or may not be a disadvantage.  In some sensing applications, a Boolean response to analyte presence is all that is required.  The rapid detection of water vapor may be the only interest in some systems.    

Frequency and Voltage Dependence
Sensor impedance response was measured from 100 Hz to 1 MHz.  As shown in Figure 7, the HMPTAC sensor had the largest linear dynamic range at a frequency of 100 Hz.  While 100 Hz produced a larger linear dynamic range, at low humidity the noise was significant; thus reducing the precision of the measurement.  At 1000 Hz the noise contribution is less significant and produces a linear range almost as large.  These results correspond to research done on other sensors using alumina or silica substrates [27].  Figure 7 shows the HMPTAC sensor response to frequency.  The PEO-LiClO4 sensor did not show any difference in response with change in frequency.  This is attributed to the difference in sensing mechanism between HMPTAC and PEO-LiClO4.  The sensor performance was measured using test voltages from 0.02 to 0.80 V.  The sensors were not affected by the changes in the test voltage.    


[image: image78]
Figure 6: Change in sensor response at various HMPTAC coating thickness and rates of change in relative humidity.         34.6 g/mm2 at 1.3% RH/min,  46.0 g/mm2 at 1.3% RH/min, 34.6 g/mm2 at 51% RH/min, 46.0 g/mm2 at 51% RH/min.


[image: image79]
Figure 7: Frequency dependence of the HMPTAC sensor response.  The PEO-LiClO4 sensor displayed no dependence on frequency.
Temperature and gas flow
Over the testing range, there was no difference in sensor performance from 20(C – 40 °C for either sensor.  However the sensor baseline impedance was very dependant on the temperature of the system and the flow rate of the dry nitrogen.  To ensure our entire system was initially water vapor free, the PEO-LiClO4 sensor was purged for 24 hours with extra dry nitrogen.  While the baseline impedance for a dry sensor varied, the logarithmic response in the presence of water was significantly larger than the baseline.  These sensors showed an immediate measurable responsive to a change in relative humidity of ±2%.    

Comparison with Alumina/Gold Substrate 
The HMPTAC sensor was compared directly to results reported by the Sakai research group of Ehime University of Japan [26].  Sakai's sensor was tested at 30 °C while ours was tested at 20 °C.  We tested a sample sensor from 20 °C – 40 °C and observed no difference in dynamic range.  The sensor performance compared well with the alumina/gold sensor substrate fabricated by the Sakai group (Figure 8).  For both the Sakai and Kapton sensor the top line shows the response when going from dry to wet conditions and the bottom line indicates the return from wet to dry.  However the two sensors were tested at different temperatures and this could have some impact on a direct comparison of the slight hysteresis noticed in the low humidity range. 


[image: image80]
Figure 8: Kapton all-polymer sensor response at 20 (C (  ) compared with Sakai alumina/gold substrate sensor at 30 (C (   ).

Future Direction
This research demonstrated that an all-polymer sensor substrate is a viable substitute for the alumina/gold substrate used in current sensor designs.  The dynamic sensing range, response time and hysteresis were comparable to the alumina/gold sensor substrate.  Small differences in performance can be attributed to sensor design rather than substrate characteristics.  Our future research into chemical sensing will test the versatility of the Kapton substrate in other sensing applications.  There are several areas of future development:

1- Substrate enhancement using pretreatment of carbonized filaments with inculcating compounds to enhance electrical conductivity.

2 - Chemical sensor matrix designed to detect and distinguish between several analytes.

3 - Bio detection incorporation using an antibody/antigen scheme and taking advantage of the high surface area of the carbonized filaments.  

4 - Bio energy conversion substrate again using a proton pumping scheme developed at University of California at Santa Barbara’s Institute for Collaborative Biotechnologies.

The morphology of the carbonized Kapton filaments and its effect on the sensor's performance is currently being investigated using the humidity sensor as a proof of concept.  
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Abstract.  We report on an underlying hardware approach to implement a neural network for real-time image halftoning.  We present simulation and experimental results using a modified current starved comparator as the quantizing element that has a 40 fold reduction in pixel current over our previous designs. The neuron is self-biasing with error weighting achieved through current division to enable operation at a variety of bias voltages. The circuit is designed for integration with a flip-chip bonded photodiode array for imaging applications.
Background
Digital halftoning is a technique originally developed for grayscale print and display applications but has progressed to color and multispectral applications.  In the case of grayscale images, halftoning is a process for converting continuous tone images into binary valued images. The human visual system perceives the illusion of a continuous tone even though only black and white values are used to render the image. An optoelectronic implementation of the error diffusion neural network (EDN) uses a photodiode array integrated with an underlying electronic neural network for halftone computation. EDNs spatially distribute the quantitization error across an image through weighted interconnects to reduce correlated artifacts and perform spectral noise shaping. Our approach to the error diffusion neural network provides the ability to perform real-time image halftoning for applications such as remote sensing, xerography, and facsimile enabling digitization in a single step. This report describes specific improvements in the design and performance of the silicon circuitry. 

Theory
Halftoning Theory

One of the most popular halftoning processes, originally introduced by Floyd and Steinberg[1], uses an error diffusion algorithm in which each individual pixel value is quantized and the resulting quantization error is diffused in a predetermined weighted pattern to neighboring pixels. The distributed error influences the quantization decision of the neighboring pixels in order to improve the overall quality of the halftoned image. 

A variety of error diffusion algorithms have been proposed which differ in their diffusion pattern [Jarvis, Stucki]. In conventional unidirectional error diffusion, the algorithm raster scans the image (typically from upper left to lower right) and the quantization error from each pixel is diffused forward and down in a fixed, deterministic weighted pattern. For each pixel, a binary quantization decision is made based on the intensity of the individual pixel and the weighted error diffused from the previously quantized pixels.  As a result of this unidirectional processing, the diffusion filter is necessarily casual and results in undesirable visual artifacts that are not part of the original image but instead are a result of the halftoning algorithm.  Several of these correlated visual artificats are identified by the arrows in the halftoned image in Figure 1. 

We have developed a two-dimensional error diffusion algorithm that improves overall halftone image quality [2,3]. In this implementation, all quantization decisions are made in parallel and the error is diffused symmetrically in two spatial dimensions. Visual artifacts previously attributable to the unidirectional halftoning algorithm are eliminated and the overall halftoned image quality is improved as depicted in Figure 2.

Computer simulations of the two-dimensional error diffusion neural network have produced some of the best halftoned images to date. However, software implementation is not practical due to the computational complexity of the algorithm. The neural algorithm is ideally suited for implementation in analog circuitry. 
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Fig. 1.  Visual artifacts from halftoning process. The image on the left is the original gray scale. The image on the right has been halftoned using the Floyd-Steinberg algorithm. Note the visual artifacts seen near the arrows. 
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Fig. 2.  Reduced visual artifacts from the halftoning process. The image on the left is the original gray scale. The image on the right has been halftoned using the Shoop-Ressler algorithm. Note the reduction in visual artifacts as compared to Figure 1.

Previous work

We have previously explored several optoelectronic or smart pixel technologies as possible hardware implementations to achieve real-time function of the neural halftoning algorithm.[4] Smart pixels integrate optical devices with solid state circuitry to take advantage of the speed and processing capabilities of solid state electronics and the parallelism of optics for input. Proof-of-concept smart pixel arrays (SPAs), using different smart pixel technologies were manufactured and tested to evaluate their capability to implement the full-scale error diffusion neural network: flip-chip bonding of gallium arsenide (GaAs) self electro optic effect device (SEED) modulators on silicon CMOS circuitry [5,6]; liquid crystal spatial light  modulators integrated with silicon CMOS circuitry, referred to as liquid crystal on silicon (LCOS) [7]; and monolithic integration of LEDs with GaAs circuitry using Epitaxy-on-Electronics (EoE) [4,8]. All have demonstrated promise as viable technologies to produce SPAs capable of high quality halftoned images at video frame rates. These proofs of concept circuits however consumed too much power for large scale integration. 

Recently we designed a new neuron architecture that is scalable to smaller feature sizes as well as meets reduced current requirements for practical array sizes.  The following sections describe the basic theory, new neural circuitry, design methodology, preliminary experimental results and analysis from our recent design in 1.5 m silicon.  Our target process is 0.35 m with NIR photodiode array integration for limited visibility sensing. 
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Fig. 3.  Basic EDN neuron.  All state variables are currents. A single pixel on the photodiode array generates an input current of x(r,c).  

Error Diffusion Network Functionality

Basic Neuron

Figure 3 depicts the block diagram of a single EDN pixel. The theoretical analysis underpinning the EDN is described elsewhere [2,3].  The circuitry to implement a single neuron of the error diffusion neural network consists of a one-bit quantizer with finite slope, two summing nodes, and error weighting for the diffusion filter. The error weighting comprises the largest physical portion of the design. All state variables are represented as currents which lends itself to photodiode array implementation. The input optical input image generates analog photocurrents corresponding to individual pixel intensities. The input current at a particular row (r) and column (c) is represented by x(r,c). Error currents from adjacent neurons are subtracted creating the state variable u(r,c) which is then passed to the quantizer. The function of the quantizer is to provide a smooth, continuous thresholding function for the neuron producing the output signal y(r,c).  The output signal is compared to the original state variable u(r,c).  The difference between the original quantizer input u(r,c) and the output y(r,c) is the total error current (r,c). This error current is spatially distributed to adjacent neurons according to a weighted 2-D error diffusion filter shown in Figure 4. The error diffusion filter is circularly symmetric with the coefficient weights inversely proportional to the radial distance from the neuron. 
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Fig. 4.  2-D Error diffusion filter. The central dot represents an individual neuron. The numbers represent the desired error current fraction diffused to nearby neurons. The labels in parentheses were used during simulation.

The neuron-to-neuron interconnections are accomplished using the CMOS metallization layers. Our original work relied upon a Carver Mead-based quantizer using a wide-range transconductance amplifier. Each neuron comprised 90 transistors, but consumed nearly 2 mA per pixel in 0.5 m technology making it unrealistic for large-scale integration. 

Design Methodology

Although the circuit is an analog current based device, we use standard digital CMOS fabrication runs available through MOSIS. Accurate analog simulations normally require SPICE models that include small geometry and subthreshold effects. Unfortunately extracted run parameters provided by MOSIS represent an average set of extracted parameters optimized for a digital audience. We analyzed extracted run parameter sets and opted for larger transistors than normally required for digital circuits to minimize mismatch effects.
We began our efforts using 5V 1.5 m silicon (AMIS ABN) because lower fabrication costs allow us to iterate prior to going to smaller feature sizes. Once we have verified circuit operation and experimental procedures in the 1.5 m process we intend to move to 0.5 m AMIS C5F. Our ultimate goal is 3.3V 0.35 m TSMC that offers area savings and achieves packing densities required to create large image sizes. 
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Fig. 5.  Basic neuron circuit without the error weight circuitry.  State variables are represented by analog currents
Current starved Comparator based neuron

Desired Neuron Characteristics

The 2-D EDN theory places several constraints on the circuit implementation. The quantizer must be symmetric about zero input current with quantized current output that is positive or negative. A quantizer transition slope of approximately thirty produces the best images. Error currents are linear scaled percentages that are bi-directional with allowable tolerances on the order of ten percent and desired weights of 11.24%, 7.45%, 2.45% and 1.81%. Small current values must be accurately summed and passed to neighboring elements. The network convergence time must be quick enough to allow video frame rates. The analog circuit must tolerate run-to-run parameter variations. A photodiode offset equal to half of the quantizer range must be subtracted from each pixel compensating for the positive only input photocurrent. Finally, we desire the circuit to work with different bias voltages enabling a rudimentary gain control for low light conditions. The circuitry shown in Figure 5 implements all of these features and depicts the core of the neuron: a one-bit quantizer with finite slope and two summing nodes. Lower bias voltages produce a quantized output for a lower input current level, i.e. gain control. 

Summing Nodes

Summing elements are constructed using cascoded inverter pairs with diode connected inputs (see the first set of 8 transistors in Figure 5). These modified inverter pairs form a unity-gain push/pull current amplifier with low input impedance, high output impedance, reduced bias current, and cutoff exceeding several MHz. The stage has a nominal current gain of minus one. The DC bias current for each summing node is 2.32 A (1.16 A per stack). However the nodes linearly transfer current with current inputs exceeding +/-2 A. 

Quantizer
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The quantizer is a modified current starved comparator often found in VCO circuits. A reference current is generated by a four diode-connected transistor stack (P:M8, M37 & N: M66, M95) similar to the summing node input. To achieve of slope near thirty, two cascoded outputs serve as high impedance loads reducing the sharp quantizer transition. The quantizer itself generates a +/- 1.16 A output centered about zero input current. The output is monitored by a parallel comparator driving an open drain NMOS transistor. A third quantizer with input tied to VDD generates a photodiode offset current fed to the first summing node. 
Fig. 6.  Diffusion error weight circuitry for the four error weights.  The first three weights have four outputs each labeled A-D. Error weight 4 has eight outputs labeled A-H.  The circuit scales the error current (r,c) by 11.11%, 7.41%, 2.47%, and 1.85% respectively.

Error Weights

The error weight circuitry is depicted in Figure 6. Originally we tried W/L scaling to generate the error currents. However, DC offset currents were generated as a result of the non-identical transistors being tied to summing node inputs. The resulting offsets per neuron had magnitudes exceeding the generated error currents. We compensated for the systematic offsets at the expense of twenty percent more transistors than employing a fractional current division approach. In contrast, random process mismatches generate offsets that should average out across an entire array of devices. By loading a high impedance summing node output with nine low impedance diode connected stacks, we generate an error current that is one ninth or 11.11% of the original current in a single stack. The mirrored current lies within five percent of the 11.45% desired value. We generate the second weight by tying two high impedance outputs into three low impedance loads and mirroring the result (7.41% is roughly two thirds of 11.11%). The remaining weights are realized in a likewise fashion. The weights are then spatially fed to adjacent neurons as shown in Figure 4. Although the entire neuron contains 256 transistors, we can build the entire circuit from only one set of matched PMOS/NMOS transistors. The tradeoff for the self-biasing diode connected transistor stacks is reduced power supply noise immunity. However, the target application is battery powered and the ability to retain functionality at lower supply voltages coupled with scalability makes this an attractive approach. 
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Fig. 7.  (a) Simulated neuron response vs. input photocurrent.  The quantizer output current is scaled by one quarter.  (b) Simulated error weights with linear fits.

Simulation Results and Chip Layout

Simulations in PSPICE used the BSIM 3.3.1 model and extracted MOSIS parameters. Simulation specifics are listed in Table I. Figure 7 depicts the typical neuron response over the input current range sweep to 2.4 A. The quantizer output has been reduced by four to emphasize the error weights. The simulated error weights by themselves are shown in Figure 7 along with linear curve fits. Simulated neuron frequency response exceeds 100 kHz with network convergence times under ten microseconds for a 32 x 32 array. 
	Feature Size
	

	
	Parameter Set
	NMOS (m)
	PMOS (m)
	Bias Current

	1.5 m
	T24P AMIS ABN
	4.0 x 8.8
	10.4 x 9.6
	~ 72 A

	0.5 m
	T51A AMIS C5N
	1.5 x 2.7
	3 x 1.8
	~50 A


TABLE I.  Simulated Parameters
Simulated halftones using extracted MOSIS parameters from multiple runs produced results in concert with theory. We were software limited to 32 x 32 arrays. The 32 x 32 simulation contained 1,024 pixels comprising over 250 thousand transistors. Figure 8 depicts the one-quarter, one-half, and three-quarter grayscales for the T24P parameter set. 
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 Fig. 8.  Simulated output for a 32 x 32 array for (a) one-quarter, (b) one-half, (c) and three-quarter grayscale inputs. 

We recently fabricated a three neuron, Tiny Chip in 1.5 m silicon through MOSIS. Figure 10 shows the complete chip layout, blow-up of the central neuron with locations of the key elements, and a micrograph of the finished device.
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Fig. 9.  (a) Chip layout for three neurons including HiESD pad circuitry with (b) single neuron and (c) micrograph of fabricated central neuron on AMIS ABN run T58B via MOSIS. 

Experimental results
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Fig. 10. Simplified experimental setup consisting of PC based ICCAP software driving an Agilent 4156C Semiconductor Parameter Analyzer with devices mounted in an Agilent 16442 Test fixture 

Our experimental setup consisted of a PC running ICCAP and an Agilent 4156C Semiconductor Parameter Analyzer. Devices were mounted in an Agilent 16442 Test fixture.  Basic DC measurements are listed in Table II. The results are in good agreement with extracted layout simulations using the T58B run parameters. The simulations do not include any bonding parasitics. 

	DC Test
	

	
	Simulated
	Measured Mean
	Std. dev
	n

	Neuron Bias Curent 
	74.3 A
	71.5 A
	0.7 A
	10

	Transition threshold
	1.16 A
	1.18 A
	0.08 A
	5


TABLE II.  Measured results for 1.5 m Neurons
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Fig. 11.  (a) Simulated monitor transistor output showing quantizer transition.  (b) Measured monitor output showing quantizer transition shifts introduced by additive or subtractive error current.  Shifts ranged from +/- 200nA in 50nA increments. 
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Fig. 12.  (a) Measured comparison of four duplicate error weights.  (b) Comparison of four different error weights from single device.  Results from MOSIS T63Y run. 

We conducted a series of swept measurements to confirm neuron operation. Figure 11 depicts measured monitor output current demonstrating symmetric quantizer transition shifts introduced by additive or subtractive error current. The 50nA incremental shifts ranged +/- 200nA.  The quantizer transition shifted within picoamps of the expected results.  Figure 12 shows results from the error weight measurements.  It is difficult to measure the actual current flowing through the error weights.  However, by measuring the voltage we can approximate the current flow between nodes.  We measured the same error weight and determined that the variation (n=20) was less than 2% between individual weights of the same size.  We then determined the ratio of the error weights to each other to confirm our ratio metric approach to designing the error weights.  The expected values is in parentheses for a sample size of n=4: Error Weight 1 - 11.10% Measured (11.11% expected),  Ratio of Error Weight 1 to 2 - 66.5% Measured (67% Expected),  Ratio of Error Weight 2 to 3 - 33.7% Measured (33% Expected), and Ratio of Error Weight 2 to 4 ~ 25.3% Measured (25% Expected). 

Future Direction 

We are confident that we have identified a circuit topology and technical approach to real-time halftoning. This solution allows implementation of the entire neuron utilizing a single pair of matched NMOS/PMOS transistors. Our next step is migration to 0.5 m devices including row/column decode and refined output circuitry.  We will continue the development of smart pixel technology in an effort to demonstrate a hardware platform capable of providing real-time processing for the error diffusion neural algorithm.  Our initial goal will be to expand our new design to larger array sizes while optimizing the layout. We will first investigate a 10 x 10 or larger, electrical EDN in 1.5 m and 16 x 16 array size 0.5 m silicon.  We expect to meet the neuron sizing and interconnect requirements for flip chip bonding in 0.35 m silicon.  The final demonstration will require collaboration with MIT Lincoln Labs for flip chip bonding with one of their 32 x 32 NIR APD arrays. 
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Three-Dimensional Error Diffusion for Color Halftoning
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This is a generalization to color images of earlier results on two-dimensional monochromatic halftoning with error diffusion neural networks (EDNs). Previously we have shown that EDNs find local minima of frequency-weighted error between a binary halftone output and corresponding smoothly varying input, an ideal framework for solving halftoning problems. This work casts color halftoning as four related Sub-problems: the first three are to compute good binary halftones for each primary color and the fourth is to simultaneously minimize frequency-weighted error in the luminosity of the composite result. We show that an EDN with a three-dimensional interconnect scheme can solve all four problems in parallel with user-adjustable emphasis on the relative importance of weighted error in luminosity. We show that an EDN with a three-dimensional interconnect scheme can solve all four problems in parallel with user-adjustable emphasis on the relative importance of weighted error in luminosity. Our results show that the three-dimensional EDN matrix not only shapes the error to frequencies that Human Visual System (HVS) is least sensitive but also shapes the error in colors to which the HVS is least sensitive-namely it satisfies the minimum brightness variation criterion. 

Background

Digital halftoning is a process by which a continuous-tone gray-scale image is rendered using only binary valued pixels. The goal is to create an image that human eyes perceive as a continuous tone image due to the limited spatial frequency response of the human visual system. A classic error diffusion algorithm, such as first introduced by Floyd and Steinberg [1], raster scans the image and perform the quantization and error distribution pixel by pixel in a particular direction. The one-dimensional filter, also called scale error diffusion, often leads to undesirable visual artifacts. In order to overcome the artifacts, we have previously developed a two-dimensional error diffusion algorithm, called an error diffusion neural network [2, 3] that allows the error diffuses symmetrically in all directions in the image plane. The advantage of the neural algorithm is that all pixel quantization decisions are computed in parallel and therefore the error diffusion process becomes un-directional and symmetric. This had eliminated the artifacts caused by the scalar error diffusion.

We have directly implemented the concept of error diffusion neural network to color halftoning using three independent filters, one for each color plane. It has demonstrated excellent image reproduction [4]. However, this does not exploit the correlation among the colorant planes, which is a key element in our color perception and appreciation of the halftone quality. In this paper, a three-dimensional color halftoning method is discussed. We introduce luminosity error matrix as the 3rd dimension for our filter. Luminosity is a quality that corresponds to the relative visual sensitivity of the human eye to the primaries. In our algorithm, luminosity serves as constrain to the halftone fill-in pattern in each primaries. The placement of the dots, relative to each other among three primaries, has to be such that the frequency weighted error in luminosity of the input pixels and output pixels is minimized.  

Theory: Three Dimensional Error Diffusion Neural Interconnects
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An EDN for color halftoning has, in our case, three neurons per pixel, one for each primary color.  We assume these are red, green, and blue.  Hence the color of an input pixel is completely described by a triple <xR, xG, xB> ( [0,1]3, and an output pixel by <yR, yG, yB> ( {0,1}3.  Output pixels thus have one of eight possible colors including black and white. 
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Figure 1 shows our three-dimensional error diffusion scheme. The arrows indicate the directions in which error diffuses. Take an example of a red pixel, the quantization error diffuses symmetrically in all three dimensions.  The error is distributed by weights WRR to its neighbor red pixels as well as to nearby green pixels by interconnect weights WRG and to blue pixels by interconnect weights WRB. The same scenario applied to green and blue pixels. The in-plane error diffusion weights, WRR, WGG and WBB, can be taken as the ones we found in the grayscale case [2].
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The sum of the weights is -1 so that the error is not amplified or reduced and the total intensity is kept the same for each primary. Since we already found a good weights for in-plane error diffusion, the key to our new finding is to compute the cross plane weights, WRG, WRB and WGB, the 3rd error diffusion dimension. The cross plane weights must maintain the advantages of un-directional and symmetric. The sum of the weights must be zero so that there is no net transfer of color from one primary to others. 

Minimizing luminosity error

The luminosity of an arbitrary pixel <r, g, b> is


[image: image96.wmf].

1

  

and

  

0

,

,

   

    where

,

R

R

=

+

+

>

+

+

=

B

G

B

G

B

G

R

b

g

r

l

b

b

b

b

b

b

b

b

b


The constants (R, (G, and (B correspond to the relative visual sensitivity of the human eye to the primaries. Standard values are 
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 We claim that to produce good color halftones, an EDN must perform four tasks simultaneously:

· Minimize frequency weighted error between red outputs and inputs, and the same for green and blue.

· Minimize frequency-weighted error between luminosity of the output and luminosity of the input.

The importance of the first three tasks is clear.  They can be performed by three separate EDNs working independently. The last is more subtle and best illustrated by examples. Suppose there are four pixels that can be filled by red, green or blue. If not filled, the pixel is black. If filled by all red, green and blue, the pixel is white. There are many ways to fill them. One possible result is to have red, green, blue and black pixels. Another result is to have three black pixels and one white pixel. All these results are equally likely if the red, green, and blue outputs are computed independently. Yet, they are far from equal in quality with respect to luminosity error. Clearly some methods of combining red, green and blue primaries are better than others. Thus, our analysis is directed at “synchronizing” the red, green, and blue halftoning solutions so that luminosity error is shaped concurrently with error in each of the primaries. 

For the moment, consider the luminosity error between the input pixel  <xR, xG, xB>  and output pixel <yR, yG, yB>, 
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Hence the “luminosity error” energy function we would like to minimize is 
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The matrix form is more succinct. Hence, Eq. 3 may be generalized for color by substituting luminosity of the color image.
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Where
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In other words, we apply what is known about minimizing frequency-weighted error in monochromatic halftones to the problem of minimizing luminosity error in color halftones.

Minimizing error for each primary

The energy function for an EDN that minimizes error in the red primary of a color image is [2]
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where


[image: image105.wmf][

]

0

0

R

I

=

,

and we can write similar terms for green and blue. Matrix A is Toeplitz and symmetric. The value of A depends on the interconnection weights, W, of the EDN,
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We have designed 7x7 interconnects weights that yield good halftones shown as Eq 1.  They comprise a low pass filter with gain near -1 at low frequencies, increasing toward zero at higher frequencies, giving the ai a shape very close to the empirically measured psychometric response of the human eye.

Since minimizing the primaries comprises three independent problems, all can be solved by a single EDN minimizing
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where
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EDN three dimensional interconnection weights

The similarity of Eqs. 4 and 8 allows for a single EDN that minimizes a linear combination of the luminance and primary color energy terms. 
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where (R, (G, (B > 0 set the importance of primary color errors relative to luminance and ( > 0 is an arbitrary constant that provides an additional degree of freedom.

The combined energy function matrix Ac has the following structure.     
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where C *D multiplies each element of C by D as though D were a scalar.

It remains to solve for the interconnection weights of the EDN Wc. From Eq. 7,
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Convergence of the EDN requires 
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Because diag(A-1) equals to -1 by construction for the monochrome EDN. To recap, Eq. 10 is a constraint on energy minimizations that can be performed by the color EDN. It is imposed by EDN convergence criteria.

Here a change of variables simplifier the problem. Let 
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we have
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Thus constraint Eq. 10 is equivalent to saying 
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Where d is an arbitrary positive value, whereupon we choose
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Hence,
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as desired.

Let kij be the ijth element of K-1. If we consider the color halftoning EDN to be organized as three “planes” of neurons—red, green, and blue—then Eq. 15 implies that the interconnection weights of neurons within any plane are identical to W for monochrome halftones. We can use the same convolution kernel. Connections between the red and green planes are k12(W + I). The corresponding convolution kernel is obtained by replacing the center zero of the monochrome kernel with a one and multiplying the whole by k12 = k21. Note that the resulting kernel sums to zero. Thus error in one plane influences only the phase of patterns in the others, not their mean values. Red-blue and green-blue interconnections are similar, using k13 and k23 respectively. For example, choose (R = 2; errors in the red color plane have two times the weight of luminosity errors in the minimization performed by the EDN. Then we find (G = 1.7, (B = 2.0, k12 = -.0842, k13 = -.0133, and k23 = -0.0299.

Results and Discussion

To experiment and compare with varies filters, we created a gray scale image shown in Fig.2(a). The value of the pixel is 179, which is about 70% of its maximum brightness of 255. First, we performed a gray scale halftone to the image using two-dimensional filter matrix in Eq. 1. The result is shown in Fig. 2 (b). As expected, there are about 30% of the pixels filled with black, other 70% are white. Then, we treated the image as a color image with 179 RGB values in each primary. When we performed color halftoning using the identical two-dimensional filter (Eq. 1) for each color plane independently, we got a halftone image shown as Fig 2(c). From the enlarged section, it is shown the pixels are made of all possible eight colors, including black and white. As explained earlier, this is because all combinations of the red, green, blue colors are equal likely when the color planes are treated independently. However, when we performed color halftoning using our new three-dimensional filter with (R = 2, the pixels are consisted of only six colors. The black and blue pixels are diminished due to constrain of minimizing the luminosity error. The result is shown in Fig 2(d). The enlarged pixel pattern in Fig. 2(d) has smoother color transitions and less brightness contrasts compared to Fig. 2(c). As a result, the effect of halftone texture, which contents pixel patterns with distinguished color spikes, is minimized. Thus the overall image appears to have a more homogeneous tone.
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We further compared our two-dimensional and three-dimensional halftoning algorithm on a colored image shown in Fig. 3. We observed similar results to the gray scale image. While both algorithms yield the same visually averaged color representing the original image, as we look into the pixels, the three dimensional filter results in overall uniformly filled pixels, less black and white dots, thus reduced color noise. 
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These two examples have demonstrated that our three-dimensional EDN algorithm inevitably supports “the minimum brightness variation criterion (MBVC)” which is based on the characteristics of the human visual system color perception to the error diffusion pattern. It is shown [5] that brightness variation between adjacent dots is a major cause of color noise, and a better halftone quality can be obtained by limiting the number of output colors in a local area. Different methods have been studied to constrain primaries with this criterion [6,7,8]. Our three-dimensional error diffusion has demonstrated its superiority of satisfying MBVC as a consequence of minimizing luminosity error. 

Future Direction 

This research will continue to develop and improve the error diffusion neural network algorithm for digital image processing and color halftoning. A quantitative calculation on the performance metrics to evaluate the halftone process will be studies. 
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Photonic Crystal Vertical-Cavity Surface-Emitting Laser Research

LTC James J. Raftery, Jr,  LTC Gregory r. kilby
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United States Military Academy, West Point, New York 10996
 E-mail: jim.raftery@usma.edu

Abstract.  A new research project is being established within the PRC.  This project will expand the body of work in the area of photonic crystal vertical-cavity surface-emitting lasers.  Opportunities for junior faculty and cadet involvement are expected in device modeling & simulation, design, and characterization.  External contact with government laboratory and university collaborators are expected in these areas and in the area of device fabrication.  

Background

The incorporation of a two-dimensional (2D) photonic crystal (PhC) lattice containing a single defect into a distributed Bragg reflector (DBR) of a vertical-cavity surface-emitting laser (VCSEL) has proven to be effective for introducing a precisely controlled index step for lateral optical beam confinement leading to single mode device operation.1  Such devices are desirable for short-haul optical communication systems, as well as other applications such as light sources for very compact atomic clocks.  PhC VCSELs with a single lattice defect have demonstrated single fundamental mode operation at high power (> 3 mW)2 and at high speed (> 9 Gb/s).3
Creating multiple defects in the PhC lattice of a PhC VCSEL has lead to coherently coupled arrays of vertically emitting microcavities producing both out-of-phase4 and in-phase far field radiation patterns.5  It has been found that the phase difference between these emitting defect cavities can be tuned with injection current, and can result in an electronically steerable beam as observed in the far field radiation pattern.6  Coherently coupled 2D arrays of vertically emitting lasers offer the potential of extended area coherent sources with high spectral purity, useful in a variety of applications, such as electronically steerable laser sources for spectroscopic sensing or navigation vision systems for unmanned ground systems.
The activity reported here represents a new start research project for the PRC.  However, it is a natural extension and continuation of Army supported work which began at the  University of Illinois at Urbana-Champaign (UIUC) and was partially supported by award no. DAAD19-03-1-0299.  PRC involvement in this project began in the fall of 2005 with personnel support.  However, no dedicated funding support for this project was in place until the second quarter of FY2007.

Experiment

Theory

This basic research project has several topic areas which are being investigated within the PRC: computational modeling and simulation, design, and characterization.  These research tasks, along with the fabrication of devices outside of USMA, will allow for the completion of parametric studies aimed at achieving a better understanding of the underlying physics involved.  Experimental results will be used to improve and validate the models.  In turn, it is expected that these improved models will lead to successively better designs, resulting in enhanced device performance and capability.  Several fundamental principles are involved, such as, coherence effects, coupled-cavity theory, optical and electrical properties of semiconductor devices, and distributed computing.

Experimental Set-up




Computational Modeling & Simulation.  To date the computational effort within this project has been primarily focused on simulations used to gain a better understanding of the collected data.  Commercial software packages have been run on a single personal computer and have been able to provide useful results in a reasonable amount of time (less than one hour of run time).  For example, simulations calculated using the beam propagation method yielded insight into relative phase differences of emitting array elements as observed in the measured far field radiation patterns.  However, little useful design information is possible with this limited computational capability.  A PhC VCSEL requires a fully three-dimensional (3D) calculation, as once the PhC lattice is added, the device has no useful symmetries to simplify calculations.  The nano-scale physical features of the alternating layers of the DBR layers and the finite etch depth of the PhC holes should be included in any calculation that would be expected to yield results from which design choices could be made.  To this end, the distributed computing resource found at the USMA’s Center for Molecular Sciences is expected to be utilized to address this problem.  This is a 200-node Beowulf cluster located within the same building as the PRC.

Device Design.  This research task requires a computer-aided-design (CAD) software package which can run on a personal computer.  The commercial software package L-Edit is being used.  The necessary files required for device fabrication can be generated by PRC researchers and provided to external collaborators for fabrication. 

Characterization.  A number of new experimental set-ups are required for optical and electrical device characterization.  An experimental set-up for measuring far field radiation patterns is required.  This set-up is being built around the LD-8900 Goniometric Radiometer from Photon, Inc.  An optical probe station set-up built around the Cascade-Microtech M150 is being built to allow for the collection of required near field radiation data, spectral data, optical power data, and electrical (voltage and current) data.  Instrumentation to make these measurements is on-hand within the PRC.

Results and Discussion

A number of noteworthy findings have resulted from this work to date, to include out-of-phase and in-phase coherent coupling in 2x1 and 2x2 arrangements of defect cavities in PhC VCSELs.  These were the first such reports of these achievements.  A parametric study of 100 2x1 defect cavity devices was conducted, achieving 95% device yield and leading to the discovery that the relative phase difference between the emitted beams varied with injection current.  Devices were also observed to tune with current between coupled and uncoupled states.  These results have lead to further discoveries related to coherence and visibility between cavities, and to observed electrical beam steering.  A confirmation of the contribution of this work to the discipline is seen by the number of publications and technical presentations listed in sections 5  and 7 below.  Of particular note are the invited technical presentation titled “In-Phase Coherently Coupled 2D Arrays of Defect Cavities within a Photonic Crystal VCSEL7” at the 2005 Conference on Lasers and Electro-Optics (CLEO) and a citation of the paper “In-Phase Evanescent Coupling of Two-Dimensional Arrays of Defect Cavities in Photonic Crystal Vertical Cavity Surface Emitting Lasers5” by Noda, et al.,8 in the journal Nature.  
Future Direction 

The near term goals for this project are focused on establishing within the PRC the computational modeling & simulation capability and the device characterization capability so that additional computed and measured data may be collected to further this body of work.  Collaboration with Prof. Choquette’s Photonics Device Research Group (PDRG) will be expedited by the near term establishment of these internal capabilities.  Long term these capabilities will lead to new device designs which will be provided to the PDRG for fabrication.  Parametric studies built on iterations of this process will lead to a better understanding of the underlying physics and to enhanced device performance and capabilities.  It is the goal of this research project to provide the mechanism to include USMA faculty and cadets in meaningful scholarly activities leading to recognized contributions to the discipline.  Ultimately, a transition of this basic research to an applied or developmental program supporting national defense is the goal.

Cadet and Faculty Involvement and Publications 

Cadet Involvement.  As new start research project, there has not yet been an opportunity for cadet involvement.  Completion of experimental set-ups as explained in section 2.2. above are expected to create research opportunities for cadets majoring in electrical engineering, physics, and computer science.

Faculty Involvement.

LTC James J. Raftery, Jr., Ph.D.        August 2005 to present (at USMA)

LTC Gregory R. Kilby, Ph.D.             May 2006 to present

LTC Lisa Shay, Ph.D.                         August 2006 to present

Publications.
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Cadet Capstone Design Projects
Background
Electrical Engineering majors in the Department of Electrical Engineering and Computer Science participate in a capstone design experience during their final semester at the academy.  The capstone design experience requires the students to integrate math, science, and engineering into the design of a comprehensive system.  To succeed, each student must participate as a member of a design team to execute the engineering design methodology to design, build, and test an electronic system or sub-system.  The experience focuses on analog and digital electronics systems but may also include mechanical and photonic sub-systems. Projects are open-ended and must result in a product that performs within pre-determined or negotiated constraints.  The projects listed below were conducted in the Photonics Research Center (PRC).  Throughout the project, faculty advisors served as project customers driving the specifications and constraints of the problem.  
Project 1: Portable Laser Light Show
CADET KYLE P. MCNEALY AND CADET DOMINICK V. FALCON

FACULTY ADVISORS: LTC JAMES J. RAFTERY, JR. AND LTC GREGORY R. KILBY 

Department of Electrical Engineering and Computer Science

Photonics Research Center

United States Military Academy

West Point, NY 10996. USA
The objective of the project is to design, build and test a compact, portable laser light show (LLS).  Once delivered, the system would become a public relations tool used to advertise the electrical engineering program at West Point.  Key specifications provided to the LLS team addressed size, robustness, capabilities, and cost limitations. 

The functional block diagram of the LLS system is shown in Figure 1.  The main control path of the system runs from the GUI on the laptop computer to the audio, optical and deflection subsystems.  A signal is initiated by the laptop and routed through the control circuitry.  The circuitry was designed to convert the digital signals to analog signals used by the servo amplifiers to position the mirrors.  The mirrors reflect the laser light to the projection surface by tracing the image at high repetition rates.  Since the lasers operate in continuous wave (CW) mode during the entire show, a second signal is routed through a custom logic circuit to control the servos that selectively block the red and/or the green laser.  The power subsystem provides electrical power to all components of the system.  The external case is shown as a separate subsystem.
Publications

1.  CDT K. P. McNealy and CDT D. V. Falcon. "Laser Light Show: An Electrical Engineering Design, Build, and Test Experience." Proceedings of the National Conference On Undergraduate Research (NCUR), Asheville, NC, USA (Apr. 2006).
2.  CDT K. P. McNealy and CDT D. V. Falcon, "Laser Light Show: An Electrical Engineering Design, Build, and Test Experience." 6th Annual IEEE RIT Engineering Design Competition, Rochester, NY, USA (May 2006).
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Project 2: Optically Remoted Rocket Launcher
CADET SUNG MIN KIM and CADET PHILLIP SUPPLE

FACULTY ADVISORS: LTC JAMES J. RAFTERY, DR. WENLI HUANG 

AND MAJ DANIEL BENNETT

Department of Electrical Engineering and Computer Science

Photonics Research Center

United States Military Academy

West Point, NY 10996. USA
A traditional way to initiate a launch sequence for a hobby rocket is through using different frequencies or a directly wired connection.  The disadvantage of the directly wired connection is that it is wired.  It gives the user no freedom to move around.  The wire can easily be spotted and backtracked.  The wireless way is through Radio Frequencies (RF).  The disadvantage of RF is that it can easily be jammed.  In order to eliminate these problems, we will use an optical launch system, more specifically an infrared (IR) laser.  This system is hard to jam and intercept.  The system should be able to detonate a rocket launcher from a distance of 100 meters or more. The transmitter and the receiver will be portable, reusable, and able to be hidden.  The transmitter will fit into an Army Combat Uniform pocket and the rocket will fit into a backpack.  


A system block diagram showing each of the subsystems is described in Fig. 2.  The system has four components: the receiver, the transmitter, the rocket and a surrogate rocket.  The transmitter receives an input from its user to arm, disarm, launch, or test the rocket launcher.  This input will be passed into commercial remote electronics which creates an optical pulse code that it sends to the infrared laser.  An aiming device will be attached to the transmitter in order to figure out if the transmitter and receiver are properly aligned.  The IR laser then outputs the coded signal to the receiver subsystem. The receiver takes the output from the laser as its input and sends it to a decoder to figure out exactly what the user wants to do.  This decoded signal is then sent to the rocket itself (or the surrogate rocket) and a visual display to give the user a confirmation that what they wanted the system to do is actually going to happen.  The rocket will be connected to the receiver so that it can communicate with the rest of the system.  Its input is the decoded signal from the receiver and its output is the rocket launching. The surrogate rocket will be used in place of a real rocket.  This way we can repeatedly test our transmitter and receiver without having to launch a real rocket.  Its output will be a series of LED’s so that we can see whether or not the transmitter sent out the correct code from the user to the receiver.
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Project 3: Optical Parking Assistant
CADET IVAN KNEZ, CADET NEDILJKO RADANOVIC and CADET JUAN RAMOS 
FACULTY ADVISORS: LTC ROBERT SADOWSKI and MAJ GREGORY STEPHENS
Department of Electrical Engineering and Computer Science

Photonics Research Center

United States Military Academy

West Point, NY 10996. USA
All of today’s parking assistant devices are based on ultrasound technology, and as such are very unfriendly towards domestic animals.  In addition, ultrasonic ranging is affected by temperature and extreme altitudes which make such devices very unreliable in detecting small distances.  Technologies that use light pulses would be able to provide the same functions without detrimental effects on pets, without being troubled by temperature and altitude, and with significantly increased accuracy and precision.  As our Senior Design Project we propose to design and build a working prototype of an optical parking assistant, with a potential marketing value.  We will also provide documentation to manufacture the device.  

The device will be mountable in a garage. The laser range finder will have a range from 2 to 23 ft,   with one foot of accuracy, and will include a display of distance remaining to stop. Device will be powered by AC 120 Volts and frequency of 60 Hz.  The prototype will work in diverse environment conditions with a temperature range of  -25 °F to 110 °F, a humidity range of 0% to 100% and an elevation of 250 ft below sea level to 8000 ft above sea level.

A system block diagram is shown in figure 1. The project is divide into four subsystems. The four subsystems are transmitter (with oscillator), receiver unit (with amplification and frequency selection unit), phase detector unit, microcontroller unit (MCU), and display. The idea is to measure the phase difference between transmitted and received signals and then display it on a liquid crystal display based on the calibration metric given in MCU.
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Project 4: Optical Home Entertainment System
CADET ANTHONY BONNES, CADET DELENTE MOORE 

AND CADET DONALD SEDIVY 

FACULTY ADVISORS: LTC ROBERT SADOWSKI AND MAJ GREGORY STEPHENS

Department of Electrical Engineering and Computer Science

Photonics Research Center

United States Military Academy

West Point, NY 10996. USA
Today consumers are looking for new and better ways to be entertained.  Two popular forms of entertainment are music and movies.  Consumers are constantly searching for the best home entertainment centers through which to experience these things.  However, installing home entertainment systems can be complicated as there are an abundant amount of wires.  We propose to provide the newest home entertainment system which will eliminate the hassle of wires and a complicated setup. We will design, test and built a theater in a box sound system that uses free space optics to remote the surround speakers. The device should be compatible with common outputs from a DVD player. The system should be portable and easy to operate.  A conceptual sketch of the project is shown in Fig. 1.
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A block diagram of the entire system is shown in Fig. 2. Our test and build methodology is the start with testing of the functionality of each components, commercial products and characterization of the optical components. Then we develop stand-alone electrical and optical subsystem. Finally we integrate and test all subsystems to produce a full prototype.  
We choose laser diodes as the light source since laser diodes respond much better to digital signals than analog signals because it turns on at some threshold current which is easy to go over but difficult too control the exact magnitude of the signal.  Therefore, by keeping the current just under the threshold and pushing it over with pulse of information (digital) is a very effective way to drive the device.  This property thus has caused us to decide to transmit our audio signal digitally.  Additionally, when we say a digital signal, we must specify what format we want our digital signal.  As PCM formatting, the format that the DVD player outputs, requires three clock signals in addition to the bit stream, we chose to convert the PCM signal to a PWM format because this format includes timing with the bit stream.  Therefore, our optical link will be transmitting PWM which will be received at our remote speaker and converted directly from PWM to an analog signal to drive our speakers.  This will not only simplify out design but avoid the mess of either multiplexing our signal or sending multiple optical signals to a single speaker.

Since we know that our speakers are driven by analog signals, this obviously limits the output of our audio channel to some sort of analog signal.  For this option, we chose a power amplifier that will take our PWM (pulse width modulated) signal and convert it directly into an analog signal that will drive our speakers.  This option was chosen because this amplifier input is in same format that we are transmitting our optical signal; therefore we will not have to do any intermediate conversions.
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Project 5:  Biologically Motivated Analog-Digital Conversion Technique
CADET MARK BUCK AND CADET DAARON SPEARS

FACULTY ADVISORS: LTC BRIAN GOLLSNEIDER, LTC JEFFREY S. RANSBOTTOM 
 
Department of Electrical Engineering and Computer Science

Photonics Research Center

United States Military Academy

West Point, NY 10996. USA
Many techniques exist to convert analog signals to digital signals.  A novel methodology is to take a biologically motivated approach to the problem.  The human auditory system uses an interconnected network composed of individual neurons.  These neurons acting alone are relatively inefficient and noisy yet are able to work together to produce a wide dynamic response over thousands of Hertz.  The goal of the project is to efficiently convert an analog signal to a digital signal using low end electronic components (op-amps) in a biologically-motivated neural network.  We will implement a neural network with up to 16 interconnected neurons producing a 1-bit temporal pattern feeding into an advisor-provided post-processor system that produces the digital output.

This is done by designing and building a neural network  that has a shaped-noise spectrum that has a very high signal and very low noise ration in the lower frequencies of the pulse train.  It will receive an initial signal from a function generator or CD player and pass through the neural network, which will convert it to digital pulses.  These digital pulses are in the form of 1s and 0s (on/off).  The pulses will go through a post-processor feeding to the LEDs. The SNR will be measured with a spectrum analyzer.   For an additional method to “witnessing” what is going on, a simple Digital to Analog Converter chip will be used to convert it back to an analog signal and output on the speakers.  The signals (digital pulses and analog after D/A) are compared against a benchmark system composed of commercial A/D and D/A integrated circuits.  A system block diagram is shown in Figure 1. And A circuit schematic for a neuron system is shown in Figure 2.
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Cadet Extracurricular Activities at the PRC – The Electronics Experimental Club
LTC Robert Sadowski, Officer in Charge
Department of Electrical Engineering and Computer Science

Photonics Research Center

United States Military Academy

West Point, NY 10996. USA
The Electronics Experimental Club is one of the cadet clubs under the Directory of Cadet Activities at USMA. The club is supported by the Photonics Research Center. It holds its activities during the club night at the Photonics Research Center where cadets assemble various kits using center’s equipment.

The Mission of the club:

The Electronic Experimenter’s Club expands its members’ exposure to electronic devices, circuits, and design by purchasing simple electronic kits that the members build. They explore simple circuits that are then interfaced with each other to produce the electronic kit. Various kits include motion sensors, small robots, radios, solar powered cars, audio amplifiers, lighting effects, and many, many others. Some members redesign and modify the kits to enhance performance or interface with other kits, thus experiencing some small scale electronic design. Furthermore, the cadets are exposed to many unusual electronic devices and actually experience soldering and building a real electronic circuit.
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Electronic Speckle Pattern Interferometry for Atmospheric Phase Disturbances

maj Gregory e. schwarz, LTc John Hartke
Department of Physics and Photonics Research Center

United States Military Academy, West Point, New York 10996
 E-mail: Gregory.schwarz@usma.edu

An interferometer has been constructed to demonstrate and study the imaging of phase disturbances with a speckle source.  The impact of experimental parameters on the electronic collection of phase-disturbance information will be compared to theoretical models with the intention of developing practical designs for imaging atmospheric disturbances for military applications.  The experiment will also be used as an independent research project that will allow cadets to apply their knowledge of classical optics and electromagnetic waves.

Background

In 1997 the National Reconnaissance Office (NRO) funded PRC research in the area of holographic interferometry.  That research extended grating-based holographic interferometry techniques to remote sensing and examined the suitability of three materials for interferomic imaging: photorefractive crystals, photopolymer films, and thermoplastic recording media.  Unique advantages were identified for each of the three media.  However, the study identified two key obstacles to designing a system useful outside the laboratory: the system’s small sampling region and its degradation by atmospheric turbulence[1].  Two other obvious limitations to battlefield interferomic imaging systems are that the sampling region lies within the instrument and that the optical pathway can be obscured.  One concept that could both expand the sampling region and eliminate the need for an unaberatted beam path is the use of a speckle image.

Speckle Pattern Correlation Interferometry is a laser-based technique for measuring displacements as small as a micrometer or less[2].  This type of interferometry is sometimes referred to as Electronic Speckle Pattern Interferometry (ESPI), and even more recently Digital Speckle Pattern Interferometry [3].  Anyone who has paid attention to the appearance of laser light scattered from an optically rough surface (i.e., things that are not shiny) has seen speckle.  Usually considered a nuisance, speckle is used here as a tool.  With speckle pattern interferometry, a single interferogram is not useful because it is a completely random speckle pattern.  However, by comparing two separate states from a speckle pattern interferometer, one can relate the change in the experimentally varied parameter to the difference of the two speckle images.  The two general methods by which to carry out this are: 
1.  Obtain correlation fringes by subtracting the intensity images of the two object states,  
2.  Take the difference between two random phase maps to create phase fringes which correspond directly to the phase of the correlation fringes.[3]  
The second class of techniques is reported to determine more quantitative results.  

We are interested in extending this method to measuring changes in optical phase for military applications.  The index of refraction generally changes with the density of atoms (or molecules) in a medium, and the speed of light through the medium is inversely proportional to the index of refraction (by definition).  Therefore, density of air can be changed, for example, by high-energy lasers heating the air or exciting it to a plasma.  These changes in the index of refraction of air, not normally visible to the eye, may be imaged by other means.  

The main objective is to demonstrate that ESPI can be used to image the air turbulence near rotating helicopter blades and supersonic air frames in order to investigate the effects of high energy lasers on the turbulence and the effect of turbulence on high energy laser beams.  A first step of the research is to quantify how well ESPI can measure the pressure change in a controlled volume of air.

Using the Engineering Metrology Toolbox on the NIST website [4], one can calculate the index of refraction of air for given environmental conditions and laser wavelength using the Edlén Equation.  From these values, one can show that the required pressure change of 1000 Pa in a 30-cm pressure cell will create approximately an eight- radian phase shift for 633 nm light.  To calculate this we assumed a constant 20° C air temperature and 50% humidity.  Essentially, this confirms that very small fluctuations in pressure can create a measurable phase shift due to the change in the index of refraction.  The fact that very small changes in atmospheric conditions cause a relatively significant change in the optical path length is the primary reasons these effects are a main source noise in ESPI.  With the proper controls, we should be able to conduct this experiment at small pressures above atmosphere.  

Previous work focused on imaging correlation fringes by subtracting intensity images, and, in 2005, researchers here at USMA managed to image a bullet and the turbulent flow that trailed it through the frame.  The current effort of this project does not involve imaging or tracking projectiles.  The practical application of an ESPI device to track projectiles appears to be very limited, and acoustic devices have proven to do a very good job at detecting and tracking supersonic projectiles.  

Experiment

Theory

The intensity at each point in the speckle image of the interfering beams of the interferometer is given by 
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where the bias intensity, 
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, can be written in terms of the intensity of the two interfering arms of the interferometer [3] as
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The phase term, 
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, is a combination of random fluctuations due to the random nature of speckle patterns and the fluctuations due to changes in the modulated experimental parameter.

There are many documented ways to extract the phase information from a series of speckle images.  The method we have chosen to use involves analyzing the phase using the temporal Hilbert transform (HT) [5, 6].  The data is processed using the temporal history of the interference signal at every pixel.  One advantage of the HT technique is that it does not require the use of an additional controlled phase change.  Additionally, working in the time domain is reported to reduce the amount of noise.

As explained in [5, 6], the HT technique involves the following steps:

1.  Create a 3-dimensional matrix (x,y,t)

2.  Remove the bias intensity, 
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, at each point

3.  Calculate the HT in the temporal domain using the MATLAB signal processing toolbox to determine analytic signal, which is matrix of complex numbers.

4.  Determine the wrapped phase at each point, (x, y, t) 

5.  Unwrap the phase and smooth the results with a median filter to remove noise from pixels with low modulation intensity.

The unwrapped phase is total phase change which can then be related to the experimental parameter that caused the phase change, which will be the pressure in this experiment.

Experimental Set-up




This experiment will use a transmissive electronic speckle pattern interferometry technique using a diffuse glass plate to create the speckle object beam.  A sketch of the setup is shown in Figure 1.  A CCD camera is located in the image plane of the speckle interferometer.  Since we are attempting to image phase changes due to a change in atmospheric conditions, this interferometer will employ an in-line smooth reference beam to image out-of-plane displacements.  The fundamental requirement of such systems is the requirement of conjugacy.  That is, the reference beam must appear to diverge from the center of the viewing lens.  If this condition is not satisfied, additional spatial frequencies caused by variations of the relative phase of the object and reference beams can arise in the image and distort or destroy the interference pattern [2].
We use a high-power (5 Watts) continuous-wave, frequency doubled, Nd:YVO4 laser as the light source.  The polarizing cube beamsplitter (PCB) at the laser is on a rotating stage and is used to adjust the saturation intensity of the laser.  The laser light is split into a smooth reference arm and an object arm by a PCB.  The two tandem half-wave plates are used to make additional minor adjustments to the intensity of the two arms.  The reference arm is further “smoothed” by a spatial filter consisting of a microscope objective and a 25
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pinhole.  Just prior this filter, there is an additional rotating PCB to allow more major adjustments to the reference intensity.
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Figure 1: Electronic Speckle Pattern Interferometry Experimental Setup.
Finally, the reference beam is focused down through a 100 mm converging lens before being recombined with the object beam inside a cubic beamsplitter.  This lens, along with the final lens in the object beam line, will be used to help satisfy conjugacy requirements in this experiment.  After being split from the reference beam, the object beam is also passed through a microscope objective.  This expansion allows the object beam to cover the entire target diffuser, but the angle prevents a bright spot from appearing on the CCD.  The object the object beam is collected by a camera lens assembly and is recombined with the smooth reference beam inside a cube beamsplitter.  The recombination of the beams creates a speckle interference pattern that is imaged by a CCD camera mounted aft of the recombining cubic beamsplitter.

The pressure inside the cell is varied over time and a series of images is saved.  This series of images makes up the temporal history of the intensity at each pixel.  Using this temporal history, we should be able to implement the HT technique to determine the unwrapped phase and the corresponding change in pressure.

We also have maintained the capability to image correlation fringes by subtracting the intensity images of two separate speckle patterns.  This method involves capturing the initial image and storing it in a computers memory.  The change of some kind is made to the system resulting in a change in the speckle pattern. A new speckle interference image is recorded and stored.  Subtraction of the two images can give information about the displacement of the object as long as coherence and conjugation requirements are met.  Optimization of speckle fringe contrast can be affected by the geometry of the interferometer setup.  The dynamic range and spatial resolution of the video system can also affect the design of the interferometer.  

Results and Discussion

We have developed techniques with the assistance of Rastogi [3] to improve the efficiency of the interferometer based on the speckle size in relation to the individual CCD element size.  The additional rotating PCB enable us to adjust the ratio of the mean speckle intensity and reference intensity to the saturation intensity in order to adjust each to meet specific criteria based on the number of speckles per pixel we are imaging.  We have been able to acquire very clear images of heat induced correlation fringes around a human hand using the transmissive interferometer.  To date, we have not achieved any significant results imaging phase fringes.

The primary source of systematic error in ESPI is due to vibrations and environmental disturbances [3].  We are trying to image a change in pressure while keeping the air currents and vibrations small.  The challenge is that only a small variation in pressure is necessary to create a significant phase change.  This fact requires us to have an accurately measured pressure inside our cell and an environment free of air currents both inside and outside our pressure cell.

Implementing the HT method has not been without its challenges.  We are still in the process of refining the MATLAB program so that it uses the it uses an appropriate Hilbert transformer and window for a given set of data.  Part of this process is accurately determining the size of the window (ie. the number of frames) to use for the HT and the size of the window to use for removing the bias.  Once the appropriate analytic signal is determined using the HT, determining the phase at each point is a simple procedure.

Future Direction 

We are further refining the number of speckles per pixel in order to increase the efficiency of our arrangement and to reduce the amount noise due to individual speckle fluctuation.  With the appropriate lens, a shorter pressure cell can be used which will reduce the impact of the change in pressure on the change in optical path length.  More accurate measurements will have to implement additional controls to maintain constant atmospheric conditions both inside and outside the pressure cell.  Once demonstrated that a known pressure change is measurable, an additional phase modulation would have to be introduced in order to be able to determine whether an unknown pressure measurement is due to increasing or decreasing pressure.
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 Characterization of Non-linear Optical Materials Through Double Pump-Probe Measurements

LTC John Hartke, Dr. Jenny magnes

Department of Physics and Photonics Research Center

United States Military Academy, West Point, New York 10996
 E-mail: john.hartke@usma.edu

Abstract:  Double pump-probe experimental techniques will be used to characterize the nonlinear optical response of materials whose properties make them good candidates for use in eye and optical sensor protection applications.  To that end we have constructed a double pump-probe experiment based on a design validated by Swatton et al1.  In a double-pump probe experiment, two pulses sequentially excite the sample so that cross-sections and lifetimes of various quantum states involved in the optical absorption process can be measured. The use of a mode-locked, pulsed laser allows resolution in the picosecond regime.

Background

The proliferation and availability of intense lasers has increased the possibility of their use as offensive weapons.  It then becomes necessary to investigate ways in which protection could be afforded to vulnerable (space- and ground-based) optical sensors, and to personnel on the battlefield.  The Army has unique concerns in that personnel and equipment both on the ground and in the air require protection.  Army-wide sensor protection needs include direct view optical systems, thermal viewers, camera systems, and 
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 devices.  In fact, the Army has over 40 different optical systems (currently fielded) that require protection.  These optical systems operate over a wide variety of wavelengths, and the operating spectrum of each device must be protected as much as possible.  General requirements that candidate materials must satisfy include bandwidth and dynamic range considerations, optical density (OD) requirements, and damage thresholds.  One such group of candidates to be examined in this study includes optical limiters.  Optical limiters have the potential of providing agile eye/optical protection because intense laser light initiates the response in these materials.  In addition to the general considerations listed above, optical limiting materials (such as reverse saturable absorbers) that are being considered for use in optical protection devices must also have a high linear transmission at key wavelengths (map colors, panel and equipment diodes and LEDs), as well as a fast material response time to ensure the leading edge of the laser weapon pulse does no damage.

This experiment is being performed in collaboration with the Nonlinear Optics Team of the Optics Branch of the Army Research Laboratory (ARL) located in Adelphi, Md.  The Nonlinear Optics Team will supply materials of interest to be tested by USMA Photonics Research Center (PRC) researchers whose efforts in the picosecond regime will compliment the nanosecond pump-probe experiment currently being run by the ARL Team.  Dr. Timothy Pritchett of ARL has already begun to develop the theory necessary to interpret the results of both the picosecond and nanosecond experiments.

Experiment

Theory

Materials being considered for use in military applications must be completely characterized to ensure their nonlinear optical properties make them good candidates for use in optical protection devices. Therefore, one must measure not only ground state decay times and absorption cross-sections, but also the florescence lifetimes and decay rates of excited states.  There exist many experimental techniques that can be used to measure the excited state parameters of these materials 2-9, but the time-resolved double pump-probe (DPP) technique allows one to measure all the relevant parameters in a single experiment.  For example, the DPP technique can be used to measure the excited singlet and triplet quantum parameters in organic dyes, while with the single pump-probe technique, one can only (perhaps) infer the formation of a long-lived triplet state1.  In DPP experiments, the first pulse populates various molecular excited states.  The second pulse induces transitions whose rates depend on the population in the ground state, which in turn, depends on the triplet yield.  This means that DPP techniques are ideal to study materials that have significant triplet state absorption cross sections because the second pump pulse can further excite molecules into excited triplet states 1,10.  Most recently, the DPP technique has been successfully employed by McEwan et al. in a comparative study of metal-substituted porphyrins 10.

Experimental Set-up




The experimental setup is shown in figure 1.  A state-of-the-art solid-state mode-locked, frequency-doubled Nd:YAG laser by Continuum (Leopard model) is used to generate both pump pulses and the weak probe pulse.  This newer model laser has an improved shot-to-shot stability, ensuring more reliable data collection and transmittance calculations.  The laser pulses have a wavelength of 532 nm and a temporal pulse length of about 57 picoseconds, and are linearly polarized.  The laser operates at a repetition rate of 20 Hz.  Immediately after exiting the laser, fluence of the pulses are modulated and modified by a set of crossed polarizers which also ensure the pulses are linearly polarized.  Upon exiting the polarizers, the probe pulse is separated by an optical flat and guided via a cubic beamsplitter to a Newport IMS Series 6200 motorized linear delay line.  Part of the probe pulse is captured by a PJP 765 silicon energy probe used to monitor shot-to-shot variations in laser pulse energy.  The rest of the probe pulse traverses the delay line four times before being reflected by a terminal mirror.  The terminal mirror reflects the probe pulse back through the delay line four more times so that the probe pulse traverses the delay line a total of eight times.  The delay line can travel up to 585 mm, thus allowing the arrival of the probe pulse to the sample to be varied by as much as 15.60 nanoseconds.  In this manner, the probe pulse can be caused to arrive into the sample either before both pumps, after the first pump but before the second, or after both pump pulses.  The final leg of the probe optical path consists of a 2:1 telescope arrangement to collimate the beam, and a 25 cm converging lens used to steer and focus the probe pulse into the center of the sample cuvette.  A half-waveplate has been inserted in to the probe optical path to set the polarization of the probe pulse at 54.7 degrees relative to the pump polarization (the so-called “magic angle”).  Under these conditions, factors arising from orientation of the sample molecules can be ignored 11.


[image: image148]
Figure 1: Sketch of experimental layout

Results and Discussion

The work over the last two years has focused on reducing the uncertainties in the experimental procedures.  Cadet Douglas Odera integrated a spatial beam profiling mechanism for the pump and probe beams.  Cadet Dan Galgano is integrating an automated beam control feedback system to prevent the probe beam from walking off the pump beams during data acquisition.

In order to ensure consistency of the data collection process it is important that the spatial profile of both pump beams and the probe beam are known at the sample location.  To achieve this CDT Odera integrated a knife edge beam profiling system into the experimental set-up at the sample location.  As a result of his work we now have a technique to insure that the entire 1/e2 beam width of the probe beam is within the full width half max of the pump beams.  We also can confirm that both pump beams have approximately the same width and strike the sample at the same location.  The beam spatial profiles will be sent to Dr. Pritchett to be included in his theoretical model.  This beam profiling portion of the experimental set-up will help reduce the uncertainty of the measurements.
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Figure 2:  Results of beam profiling of both pump beams and the probe beam

During data collection we vary the relative time the probe beam hits the sample relative to the two pump beams by changing the path length of the variable stage (figure 1).  The variable stage has a slight bow in the line.  This bow causes the probe beam to walk off the pump beam location in the sample during data acquisition.  In the past we compensated for the bow by placing a CCD camera in the experimental set-up.  After moving the variable stage to the next temporal location, the experimenter would verify the probe beam was still hitting the sample in the same location as the pump beams before taking the next data point.  CDT Dan Galgano is automating that process by including an automated feedback loop into the system.  CDT Galgano is picking off a portion of the probe beam near the sample.  He then uses a quadrant detector to automatically provide feedback and control the probe beam location relative to the sample.
Future Direction 

We will integrate an autocorrelator and once the automated probe beam position controller is integrated into the experimental set-up, a full data set will be collected for the SiNc and the results compared to those of Swatton.  We will use that compression to validate the experiment and then begin testing other materials to determine their non-linear optical responses and suitability for use as and optical limiter.
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Hyperspectral Imaging Using the Computed Tomographic Imaging Spectrometer (CTIS)
LTC john Hartke
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Abstract:  A Computed Tomographic Imagining Spectrometer (CTIS) is an imaging spectrometer system that acquires all the information required to reconstruct the data cube in a single integration time.  This is compared to conventional systems such as whiskbroom systems, pushbroom systems, and filter wheel systems that requiring scanning in one or more coordinate direction. CTIS systems have been designed and tested in several different singular spectral bands as well as a dual band system.  In addition to hyperspectral imaging spectrometers, CTIS systems have been used as an imaging spectropolarimeter and as a ranging imaging spectrometer.  

Background

Imaging spectrometry involves the acquisition of the spatially registered spectral content of a scene of interest.  A classical imaging system is a system that provides a scene’s spatial radiance distribution.  A spectrometer on the other hand provides the spectral radiance content of a scene or the spectral signature of an object.  Therefore, the objective of an imaging spectrometer is to combine these tasks and provide a spatially registered spectral content of a scene’s radiance distribution.  

There are numerous uses of imaging spectrometry that include astronomy, resource mapping, and military applications.1  Astronomers can use imaging spectrometry to classify the spectral signature and locations of distant stars, study the composition of planets, and characterize other celestial objects by their emitted and reflected spectra.  Remote sensing applications include identifying natural resources and geological structures and thematic mapping.  The military can use imaging spectrometry for buried mine detection2, missile defense, and target identification.3  In all of these applications the goal is the same:  provide the spectral content of each spatial point in the scene.

Conventional means of obtaining the data cube have been pushbroom systems, whiskbroom systems, and the use of numerous spectral filters.  A whiskbroom spectrometer obtains the spectral signature of the scene at a single (x, y) coordinate in the data cube.  The spectral signature is obtained by placing a line of detectors behind a spectrally dispersive element giving the spectral content of a single point on the ground.  The spectrometer is then swept back and forth as the detector platform moves forward obtaining the spectral signature for the rest of the scene.  A pushbroom spectrometer is similar but gets the spectral signature along an entire line.  The pushbroom system uses a two-dimensional array of detectors behind the dispersive element instead of just a linear array of detectors like in a whiskbroom system.  The spectrometer has only to scan in one direction to complete the data cube.  A third type of imaging spectrometer is a filter system which completes the data cube by obtaining information about the scene at one wavelength band at a time.  A two-dimensional array is placed behind a color filter and the filter spectral band pass is changed after each integration time.
In all of these cases, the acquisition of the data cube takes numerous integration times to gather all the required information while the system scans either spatially as in a pushbroom or whiskbroom system, or spectrally as in a filter system.  For dynamic scenes, the scene changes can occur much faster than the total data cube collection time.  A Computed Tomographic Imaging Spectrometer (CTIS) uses diffractive optics and tomographic techniques to reconstruct a data cube from an image taken over a single integration time.  

The CTIS optical system consists of four main optical elements: objective optics, collimating optics, a disperser, and a re-imaging element.  The objective takes the scene and images it to the field stop.  The collimator takes the light from the field stop and collimates it to pass through the disperser.  After passing through the disperser the light is re-imaged to a two-dimensional detector array.  (Figure 1) 


[image: image150]
Figure 1: Schematic of CTIS

Key to the CTIS system is the dispersive element.  The dispersive element is a computer generated holographic (CGH) etched phase grating.  For visible systems the CGH is commonly made from poly-methyl methacrylate (PMMA) material etched with an electron beam.  The dispersion of the light is achieved by changing the depth of the PMMA and thus changing the phase of the wave front at each point.  The disperser is composed of numerous unit cells.  Each cell consists of an integer number (usually 8 x 8, 10 x 10 or 16 x 16) of square phasels.  Each phasel is etched to a specified depth.  The term phasels is used to distinguish the cell etching of the CGH from the detector pixel on the focal plane array and the voxel, which is the three dimensional unit cell of the data cube.  The etched depth leads to a phase delay of the transmitted wavefront.  

The CGH modifies the incident wave front to create the desired diffraction pattern on the focal plane.  The diffraction pattern becomes the tomographic projections of the data cube.  We design diffraction patterns that create a 3 x 3, 5 x 5, or even a 7 x 7 diffraction pattern on the focal plane.  When designing a CGH, we must consider the required spectral and spatial resolution, focal plane characteristics, and the object’s characteristics.  
The CTIS system data cube reconstruction is based on the computed tomographic techniques similar to those used in medical imaging.  Computed tomography involves reconstructing a three-dimensional data cube from a series of two-dimensional projections of the object.  In this system the two-dimensional projections are created by the CGH dispersive element in the collimated space of the system.  The two-dimensional projections are the diffracted images of the object’s image in the plane of the field stop and constitute a series of parallel projections of the three-dimensional object cube.4  The center, or zero order projection, is a direct polychromatic image of the object.  The first orders are projections through the data cube at the same angle measured from the wavelength axis.  The reconstruction techniques used most often with the CTIS system are Expectation Maximization (EM)5 and the Multiplicative Algebraic Reconstruction Technique (MART)6.  Both techniques are iterative processes where each iteration is in general, a better estimate of the object than the previous.

Experiment

Theory

There are several hurdles that must be overcome before the CTIS is a viable system for military detection and tracking applications.  The most important hurdle, and the focus of this work, is to develop high speed identification and detection schemes from the collected data.  Currently the CTIS systems are used to reconstruct entire data cubes.  There has been no work in the area of tailoring the CTIS system for a specific application.  One of the applications is the detection and tracking of missiles.  To accomplish this task a forward model of the CTIS system is under development.  Based on the known responses of the CGH, the optical system, and the focal plane array, we can predict the image on the focal plane from an object in the scene with a known spectral signature.  Based on that image we can develop detection and tracking algorithms. 

Experimental Set-up




A computer forward model of the CTIS system is under development.  Using blackbody theory and operating in the infrared portions of the spectrum, we can test the model with existing IR CTIS systems under development at the University of Arizona. Instead on using EM and MART to reconstruct the entire data cube, we will test other methods of target identification.  We will also explore the need for the entire diffraction pattern generated by CTIS or if we can get the same spectral and spatial resolution from only one quadrant of the diffraction pattern.

Results and Discussion

SLT Jean-Vianney Dard wrote a computer program to model the CTIS response over the mid and long infrared bands.  He assumed a 300K blackbody uniform background.  He then tried to determine then modeled a blackbody point source in the center of the field of view and varied the temperature of the point source to determine the minimum temperature difference of the point source that could be detected from the background.  His work initial results indicate that under ideal conditions with current infrared focal plane technology, the CTIS can just resolve a 320K blackbody object in a 300K blackbody background.  This conclusion included the assumption that the focal plane has uniform responsetivity across the entire infrared spectrum and ignores any atmospheric effects.  
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Figure 2:  Spectral response of zero order of CTIS system for different temperature blackbodies
This work is a good first step in developing the CTIS model and shows how the model may be able to predict the capabilities and limitations of a CTIS system for a given application.

Future Direction

We believe the CTIS system has the ability to identify and track missiles against the sky.  Work will continue on the development and refinement of the CTIS computer model.  As the model continues to develop, more variables will be added.  The goal of the project is to determine the limitations of the CTIS system on target identification and tracking.  Then we will compare the model to an actual system.  

A dual band infrared CTIS will be developed in collaboration with Steve Kennerly of the Sensors and Electronic Devices Directorate of Army Research Laboratory.  The PRC will design the optical components and the CGH for the dual IR camera at ARL.  The performance of the system will be compared to the computer model.
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Nano-Structures on Silicon Wafers
dr. Jenny Magnes, ltc john hartke
Department of Physics and Photonics Research Center

United States Military Academy, West Point, New York 10996
 E-mail: jenny.magnes@usma.edu

We investigate quantum dots on semiconductor wafers using a novel technique proposed by Alwan M. Alwan and A.M. Suhail.
  Quantum dots are typically created on semiconductor materials using femto-second lasers.  Our proposed technique only requires a green cw laser with about 5W output and HF acid, such reducing fabrication costs.  A signal-to-noise study is also be essential for this evaluating this new type of detector.  Furthermore, we will investigate applications for other electronic devices.

Background

The inexpensive production of quantum dots on a silicon wafer has proven to display the characteristics of ultra fast semiconductor detectors such as Ge:GaAs hetrojunction IR detectors.  Quantum dots on GaAs have shown to be useful in achieving a shortening of the detector rise time.

Fast detectors, are required by a number of agencies and fields.  Studies of biological and medical events require ultra fast detectors that allow for studies that do not alter the events like laser studies do.
  Air Force and NASA require fast detectors for atmospheric tomography as well as telescopes.  In these instances, fast detectors can be used to record “movies” of atmospheric and celestial events.
  Also, molecular events can only be recorded using one or several fast lasers could be recorded using ultra-fast detectors.  Certainly, any ultra fast phenomenon such as femto-second and even atto-second optics will require ultra fast detectors.

Experiment
Theory

A pure silicon surface tends to form a hydrogen layer on the surface.  The hydrogen layer tends to prevent other chemical reactions.  Exposing the silicon wafer to light creates electron holes in the H-Si bonds and allows for the fluorine of the HF layer, which has been created on top of the Si wafer, to remove Si from the wafer.  The Si then forms pits and columns of nano-sized dimensions.  The changed geometry results in a changed surface energy of the material leading to an energy gap between the nano-structure layer and the silicone.  The energy gap allows for optical sensing.  It is not clear what governs the size of the nano-structures and the physical mechanism is also not clear.  


Experimental Set-up




The current setup consists of a Coherent Verdi 5W laser, mirrors to direct the laser beam, lens(es) to control beamsize, as well as Si wafers and HF acid.  The laser beam is directed onto the Si wafer with a layer of HF acid.

Results and Discussion

The height of the nano dots vary between 1 and 2.5 nm.  The width is around 20 nm.
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The figures below show no nano features except some impurities.
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Future Direction 

We would like to study the mechanism of the nano formations varying concentrations and light intensities.  Furthermore we would like to explore the associated optical and spectroscopic properties.
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Developing the Solid State Heat Capacity Laser for the Defeat of Improvised Explosive Devices

CADETS Matthew Biegh, David Lambert, juan noda, and bryan olay.
Faculty advisors: LTC john Hartke (Physics), LTC Robert Kewley (systems engineering), LTC Micheal Rounds (mechanical engineering), dr. gunnar tamm (mechanical engineering), and col david wallace (Law)
United States Military Academy, West Point, New York 10996
 E-mail: john.hartke@usma.edu

Abstract:  The Solid State Heat Capacity Laser (SSHCL) developed at Lawrence Livermore National Laboratory has the potential to be used as an Improvised Explosive Devise (IED) defeat system.  The SSHCL uses a ceramic Nd: YAG lasing medium pumped by laser diode bars.  Some of the unique features of the laser are that the output power is linearly scalable with the number of Nd: YAG slabs, the ceramic slabs can operate at higher temperatures, and the optical design of the system is relatively simple.  The interdisciplinary cadet team conducted a science and engineering study of the potential of the system to be used as a mobile, stand-off, IED defeat weapon system.  The physics major examined the required output power and beam quality required given a typical use scenario.  The mechanical engineering major examined the heat management of the system.  The law expert examined the implication of fielding a high energy weapon system as well as the controls required to maintain compliance with the laws of armed conflict.  The systems engineering major provided the stakeholder analysis, value engineering, and platform analysis for the mobile system.
Background

The most significant threat facing the American soldier deployed to fight the Global War on Terrorism is the Improvised Explosive Devices (IED).  The IED is killing and wounding more soldiers and Marines than any other threat.  Therefore the detection and safe destruction of IEDs is of the highest priority for the American military.  Current techniques for the destruction of IEDs include robotic emplacement of explosive charges, shooting at the IED with a high caliber weapon, or hand emplacing explosive charges.  All of these methods take significant amount of time placing the soldiers at risk.  It is possible to use directed energy to sufficiently heat the metal casing of the IED causing it to deflagrate or even cause the deflagration by burning through the casing to the explosive itself.  The advantage of using lasers is that the soldier can remain outside the effective blast radius of the IED during deflagration and the process can take a relatively short amount of time given a laser with enough power.

Lawrence Livermore National Laboratory (LLNL) has developed a unique laser using a Nd: YAG ceramic as the lasing medium.  The advantage of the ceramic lasing medium over normal crystal structures is that the ceramic can operate at higher temperatures without failing.  The output power of the SSHCL is proportional to the number of Nd: YAG slabs in the laser cavity.  Each slab produces about 10kW of out put power.  Each slab is edge pumped by four banks of laser diodes.  The laser cavity is formed into a U-shape to take advantage of rotating slab exchanger (RSX).  The RSX system increases the operational time of the laser system because when one set of slabs gets too hot to operate, it is rotated out of the laser cavity and a cool slab replaces it.  The turning mirrors in the cavity are adaptive and used to maintain beam quality.


Figure 1:  Schematic of SSHCL laser cavity with RSX

Because of the scalability of the SSHCL, relatively small number of optical elements, and its potential to be placed on a mobile platform, the cadet team conducted a research effort to examine the feasibility of incorporating the SSHCL into a mobile IED defeat weapon system.  Four cadets from different disciplines worked on the project.  Cadet Juan Noda, a physics major, modeled the laser propagation in the current theater of operation to determine the power required to deflagrate the IED.  Cadet Bryan Olay, a mechanical engineering major, addressed the heat management of the Nd: YAG slabs and the pump diodes.  Cadet Matt Beigh, a systems engineering major, implemented the systems engineering design process on the project and integrated the input of the entire team.  Cadet David Lambert, a strategic history major and law specialist, examined the legal implications of fielding a high energy laser weapon system and recommended some hardware and software solutions to make the laser more legal.
Analysis

Laser output power

The cadet team started with an examination of the required laser output power of the system to be effective against a certain class of IEDs.  The examination included using the High Energy Laser End-to-End Operational Simulation (HELEEOS) software developed by the Air Force Institute of Technology.  In the model Cadet Noda varied the weather conditions, target thickness, and beam quality to determine the power output and engagement time to deflagrate the IED.  The base conditions were an average summer day in theater, a three second engagement time, an m2 beam quality value of two, and a 2 cm thick piece of unpainted aluminum for the target 500m from the output port of the laser.  The results of is analysis are shown in the graphs below.
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Figure 2:  Fluence on target in a perfect           Figure 3:  Fluence on target in a nominal 

weather scenario as a function of laser      
   weather scenario as a function of output power. 





   laser output power.
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         [image: image161.emf]Effect of Beam Quality on Fluence (50 kW example)
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Figure 4:  Fluence on target in a heavy                Figure 5:  Fluence on target as beam 

rain weather scenario as a function of laser         quality declines.

output power.
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                                    Figure 6:  Damage susceptibility based on target 

                                    thickness for a 60kW and 100kW laser

Based on the nominal scenario, 45kW is the minimum power level required to deflagrate the IED.  Because the laser slabs come in pairs, six slabs or 60kW is required for the system.

Heat Management

One of the limitations of all solid state lasers is the managing of the excessive heat generated.  The pump diodes need to maintain a constant 14oC while the slabs need to stay below 180oC.  Cadet Olay modeled the temperature distribution in both the slabs and diode bars.  His solution included using R114 refrigerant in micro-channels behind the pump diodes.  The R114 allows for phase change cooling at 14oC.  He also calculated a required 1.15 gpm flow rate per diode for a 46 gpm flow rate for all the diodes.
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Figure 7:  Schematic of RSX, RSX in entire system, and photo of diode pump array.

To cool the slabs and maximize the heat magazine of the system, CDT Olay examined the RSX designed by LLNL.  He recommended a He environment based on the convection properties.  He also decided to use the R114 already in the system to dissipate the heat in the cooling plates.  Finally he calculated that the cooling plates 0.005 inches from the slabs.  With 55 gpm of R114 the system can manage the heat from the entire diode pump bank and the keep the Nd: YAG slabs cool enough to operate continuously.

Legal Review

One of the barriers to employing a high energy laser system as a weapon on the modern battlefield is the question of legality.  CDT Lambert examined the international treaties and conventions as well as US policy statements reference the use of lasers.  His conclusions are that in-general lasers are allowed on the battlefield as long as their purpose is not to cause blindness.  During his review, he identified four core principles to be applied to the system: military necessity, unnecessary suffering, proportionality, and discrimination.  Applying these principles to the SSHCL for the destruction of IEDs he finds that lasers cannot be deployed on the battlefield if their primary purpose is to blind.  If an unintended consequence of the system can be blinding, then the system has to weighed as a whole against the four core principles.  

Based on this interpretation of the law of armed conflict and the intented use of the laser for IED destruction, the laser system is in general legal.  CDT Lambert suggested several hardware and software solutions to increase the legality or, in other words, decrease the propensity to use the system illegally.  These solutions include keeping a man in the targeting and engagement loop, attempt to use eye safer wavelengths, and placing a sensor on the laser weapon system that measures the reflection of the laser beam from the target.  When the reflection becomes strong enough that it has a high probability of blinding a bystander, the laser will automatically shut-down unless over ridden by the operator.

Systems Engineering Approach

CDT Beigh led the systems engineering decision process for the project.  He started by defining the problem through a stakeholder and environmental analysis.  From this analysis, the team defined the use of the SSHCL as an IED defeat system as well as defined the scenario to study the system.  After restating the problem, CDT Beigh developed the functional hierarchy to use to compare alternative.  The functional objective is to develop a SSHCL capable of defeating IEDs on a mobile platform.  The functions are: operate by soldiers, survive on the battlefield, engage target, move, and legal.  

The systems engineering process is continuing as the team weighs options.  The options developed are based on the amount of output power of the laser and the mobile platforms available.  The output power varies from 20kW to 100kW in 20kW steps.  The vehicle platforms considered included the Striker, M113, HMMWV, and HEMTT class.
Results and Discussion

The final solution will be presented to the Lawrence Livermore SSHCL project team in early May.  The results and analysis will be available to LLNL for implementation into their system.  The legal analysis will be forwarded to the Department of the Army for consideration.

Future Direction

This was a one year project.  The lessons learned from this project will be incorporated into future solid state laser work within the PRC.
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“Heat Management for a High Energy Laser Military System,” B. Olay Presented at the Directed Energy Systems Symposium, Monterey, CA. (March 2007).
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Figure 1:  Laser Light Show system block diagram.





Figure 2.  The optical subsystem was tested along with the control system and shown to produce images in three colors for projection for the laser show. 





Figure 3.  Cadets McNealy and Falcon presenting at the IEEE Rochester Institute of Technology Design Competition.  





Fig 1. Transmitter and transmitted signal
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Fig 2. A system block diagram








Figure 1: Overall system block diagram
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Figure 2. A picture of the testing circuit.
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Fig. 1 Concept Sketch of the Home Entertainment System
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Figure 2. A system block diagram





Figure 3. Top and front view of the transmitter. Located in the front of the transmitter box, holes were cut for the LCD display and remote control receiver to be mounted.  In the rear of the device, we located the interface jacks and labeled speaker wire jacks.








Cadets at the Electronics Experimental Club assembling various kits.
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Figure 1. Three-dimensional EDN





 Fig. 2(a) The original gray scale continuous tone image





Fig. 2(b) A halftone image using grey scale EDN





Fig. 2(c) Color halftoning using two-dimensional grey 


scale EDN independently on each color plane.





Fig 2(d). Color halftoning using the three-dimensional 


interconnect weights when (R=2.0





Fig 3(c). Color halftoning using the  three-dimensional 


interconnect weights when (R=2.0





 Fig. 3(a) The original color image.





Fig. 3(b) Color halftoning using two-dimensional grey scale EDN independently on each color plane.
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Figure 1. A System block diagram





Figure 2. Complete Neuron Schematic 
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