MA364 Introduction to Fourier Series

Representing functions as sums of sines and cosines 

Text Reference: Advanced Engineering Mathematics, Eighth Edition, Erwin Kreyszig, Sections 10.1-10.4.

Sound, and other signals as well, are often thought of as being “built” from basic building blocks or pure sound tones, e.g., s(t) = sin (2  440 t)  has a frequency of 440 Hz and if an object (say a piano string) vibrates at this frequency it will generate the sound of A above middle C on a piano keyboard.  

How might we use a collection of simple tone generators, e.g.

{sin(t), sin(2t), sin(3t), sin(4t), . . ., sin(nt), . . . . . .     . . .      . . .      . . . . }

to generate or represent a function or signal, be it sound, data, picture, motion, etc.?

Consider the problem of trying to find a combination 

b1*sin(t) + b2*sin(2t) + b3*sin(3t) + b4*sin(4t) + . . .  + bn*sin(nt), . . . . . .     . . .      . . .      . . . .

which represents (or at least approximates) the following function y = y(t) = t, over the t interval [-, ]. How might we find the set of coefficients, b1 , b2, b3, b4, . . . , bn,  . . . . .  to approximate y(t) best?  What criteria might be best?

Let us consider a finite set of these sine signal generators, say b1*sin(t) + b2*sin(2t), and offer several guesses, i.e. values of  b1 and b2 so we can see how good we can get and how we can get best fit. You offer the criteria for best fit and you carry out the analysis to determine what the values of b1 and b2 must be in order for us to get a best fit. 

Below we see a plot of y(t) = t and 2*sin(t) – 1*sin(2t) – not a great fit, but what can you expect for just two sine curves, maybe we can do better.
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Consider the following sum of 12 sine curves:

2 Sin(t) - 1 Sin(2 t) + 0.666667 Sin(3 t) - 0.5 Sin(4 t) + 0.4 Sin(5 t) - 0.333333 Sin(6 t) + 0.285714 Sin(7 t) - 0.25 Sin(8 t) + 0.222222 Sin(9 t) -  0.2 Sin(10 t) + 0.181818 Sin(11 t) - 0.166667 Sin(12 t)

and its associated plot.  Not bad!!!
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So what strategy might we evolve to find the coefficients bi ,  i = 1, 2, . . . , n, for a set of sine terms, sin(1 t), sin(2*t), . .. , sin(n*t) ? Well?

Now we add the broader pool of functions 

{1 = cos (0*t), cos(t), cos (2t), cos (3t), cos (4t), . . ., cos (nt), . . . . . .     . . .      . . .      . . . . }

to the, already in place, pool  

{sin(t), sin(2t), sin(3t), sin(4t), . . ., sin(nt), . . . . . .     . . .      . . .      . . . . }

to get a bigger set of functions from which to build.

Why broaden the set?  Well, the sine functions are odd functions and, as such, will be best when approximating an odd function in the interval [-, ] and the cosine (including the cos(0*t) = 1) functions  are even functions and, as such, will be best when approximating an even function in the interval [-, ]. Can you say why?   The combination gives us a good shot at approximating ALL functions in the interval [-, ]. 

So let us consider a function like y(t) = t + t2, a little odd (t) a little even (t2). Not too bad.
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Ah, but how about this function?  Can we approximate it with these sine and cosine functions? You have got to be kidding, Marvin!!!
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Well here is a 24 term , i.e. 24 sine and 24 cosine terms, approximation – way cool!!!
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There seems to be some problem at the jumps. Namely when the function jumps the approximation overjumps (going up) or “under” jumps (going down).

The issue now is to determine a general rule for determining the appropriate (best) coefficients for the set of functions:

{1 = cos (0*t), cos(t), cos (2t), cos (3t), cos (4t), . . ., cos (nt), . . . . . .     . . .      . . .      . . . . 

 sin(t), sin(2t), sin(3t), sin(4t), . . ., sin(nt), . . . . . .     . . .      . . .      . . . . }

to represent a function y(t).

We shall do this and find general coefficients. These are given Equations (1) and (2)  p. 537. These are not so much definitions as reasoned answers to the question, “What is the best linear combination of sines and cosines to approximate a given function f(x) on an interval [-L, L]. In our case we study L = ?”
We confine our study to functions in the interval [-, ]. However, there is a broader application to functions in an interval, say [-L, L]. 

For odd functions we can use only sine functions as building blocks and for even functions we can use only cosine functions as building blocks. Why? For general functions we use both sine and cosine functions as building blocks.

What about the convergence of the resulting series we get?  When is it good?  How good? What does it do when a function jumps or is discontinuous?

What is the spectrum and how might it be used practically?

Does this give you any ideas for uses? Signal recognition, be it feedback from sensors  - device sends out vibrations or other signals, e.g., sound; to voice recognition?  Gain entry – security? Filters to eliminate certain frequencies?  Compacting information, e.g., just provide the formulae for the coefficients instead of the entire function.

