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UNITS 
This handbook uses the metric system of units. Ultimately, the FE examination will be entirely metric. However, currently some 
of the problems use both metric and U.S. Customary System (USCS). In the USCS system of units, both force and mass are 
called pounds. Therefore, one must distinguish the pound-force (lbf) from the pound-mass (lbm). 
The pound-force is that force which accelerates one pound-mass at 32.174 ft/s2. Thus, 1 lbf = 32.174 lbm-ft/s2. The expression 
32.174 lbm-ft/(lbf-s2) is designated as gc and is used to resolve expressions involving both mass and force expressed as pounds. 
For instance, in writing Newton's second law, the equation would be written as F = ma/gc, where F is in lbf, m in lbm, and a is 
in ft/s2. 
Similar expressions exist for other quantities. Kinetic Energy: KE = mv2/2gc, with KE in (ft-lbf); Potential Energy: PE = mgh/gc, 
with PE in (ft-lbf); Fluid Pressure: p = ρgh/gc, with p in (lbf/ft2); Specific Weight: SW = ρg/gc, in (lbf/ft3); Shear Stress: τ = 
(µ/gc)(dv/dy), with shear stress in (lbf/ft2). In all these examples, gc should be regarded as a unit conversion factor. It is 
frequently not written explicitly in engineering equations. However, its use is required to produce a consistent set of units. 
Note that the conversion factor gc [lbm-ft/(lbf-s2)] should not be confused with the local acceleration of gravity g, which has 
different units (m/s2 or ft/s2)and may be either its standard value (9.807 m/s2 or 32.174 ft/s2) or some other local value. 
If the problem is presented in USCS units, it may be necessary to use the constant gc in the equation to have a consistent set of 
units. 
 

METRIC PREFIXES 
Multiple Prefix Symbol COMMONLY USED EQUIVALENTS 

1 gallon of water weighs 8.34 lbf 
1 cubic foot of water weighs  62.4 lbf 
1 cubic inch of mercury weighs  0.491 lbf 
The mass of one cubic meter of water is 1,000 kilograms 
 

TEMPERATURE CONVERSIONS 

10–18 
10–15 
10–12 
10–9 
10–6 
10–3 
10–2 
10–1 
101 
102 
103 
106 
109 
1012 
1015 
1018 

atto 
femto 
pico 
nano 

micro 
milli 
centi 
deci 
deka 
hecto 
kilo 

mega 
giga 
tera 
peta 
exa 

a 
f 
p 
n 
µ 
m 
c 
d 
da 
h 
k 
M 
G 
T 
P 
E 

ºF = 1.8 (ºC) + 32 
ºC = (ºF – 32)/1.8 
ºR = ºF + 459.69 
K = ºC + 273.15 

FUNDAMENTAL CONSTANTS 
Quantity  Symbol Value Units 
electron charge  e 1.6022 × 10−19 C (coulombs) 
Faraday constant   96,485 coulombs/(mol) 
gas constant  metric R  8,314 J/(kmol·K) 
gas constant  metric R  8.314 kPa·m3/(kmol·K) 
gas constant  USCS R  1,545 ft-lbf/(lb mole-ºR) 
  R  0.08206 L-atm/mole-K 
gravitation - newtonian constant  G 6.673 × 10–11 m3/(kg·s2) 
gravitation - newtonian constant  G 6.673 × 10–11 N·m2/kg2 
gravity acceleration (standard)  metric g 9.807 m/s2 
gravity acceleration (standard)  USCS g 32.174 ft/s2 
molar volume (ideal gas), T = 273.15K, p = 101.3 kPa Vm 22,414 L/kmol 
speed of light in vacuum  c 299,792,000 m/s 
Stephan-Boltzmann constant  σ 5.67 × 10–8 W/(m2·K4)
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CONVERSION FACTORS 
Multiply By To Obtain Multiply By To Obtain 

acre 43,560 square feet (ft2) joule (J) 9.478×10–4 Btu 
ampere-hr (A-hr) 3,600 coulomb (C) J 0.7376 ft-lbf 
ångström (Å) 1×10–10 meter (m) J 1 newton·m (N·m) 
atmosphere (atm) 76.0 cm, mercury (Hg) J/s 1 watt (W) 
atm, std 29.92 in, mercury (Hg)    
atm, std 14.70 lbf/in2 abs (psia) kilogram (kg) 2.205 pound (lbm) 
atm, std 33.90 ft, water kgf 9.8066 newton (N) 
atm, std 1.013×105 pascal (Pa) kilometer (km) 3,281 feet (ft) 
   km/hr 0.621 mph 
bar 1×105 Pa kilopascal (kPa) 0.145 lbf/in2 (psi) 
barrels–oil 42 gallons–oil kilowatt (kW) 1.341 horsepower (hp) 
Btu 1,055 joule (J) kW 3,413 Btu/hr 
Btu 2.928×10–4 kilowatt-hr (kWh) kW 737.6 (ft-lbf )/sec 
Btu 778 ft-lbf kW-hour (kWh) 3,413 Btu 
Btu/hr 3.930×10–4 horsepower (hp) kWh 1.341 hp-hr 
Btu/hr 0.293 watt (W) kWh 3.6×106 joule (J) 
Btu/hr 0.216 ft-lbf/sec kip (K) 1,000 lbf 
   K 4,448 newton (N) 
calorie (g-cal) 3.968×10–3 Btu    
cal 1.560×10–6 hp-hr liter (L) 61.02 in3 
cal 4.186 joule (J) L 0.264 gal (US Liq) 
cal/sec 4.186 watt (W) L 10–3 m3 

centimeter (cm) 3.281×10–2 foot (ft) L/second (L/s) 2.119 ft3/min (cfm) 
cm 0.394 inch (in) L/s 15.85 gal (US)/min (gpm) 
centipoise (cP) 0.001 pascal·sec (Pa·s)    
centistokes (cSt) 1×10–6 m2/sec (m2/s) meter (m) 3.281 feet (ft) 
cubic feet/second (cfs) 0.646317 million gallons/day (mgd) m 1.094 yard 
cubic foot (ft3) 7.481 gallon metric ton 1,000 kilogram (kg) 
cubic meters (m3) 1,000 Liters m/second (m/s) 196.8 feet/min (ft/min) 
electronvolt (eV) 1.602×10–19 joule (J) mile (statute) 5,280 feet (ft) 
   mile (statute) 1.609 kilometer (km) 
foot (ft) 30.48 cm mile/hour (mph) 88.0 ft/min (fpm) 
ft 0.3048 meter (m) mph 1.609 km/h 
ft-pound (ft-lbf) 1.285×10–3 Btu mm of Hg 1.316×10–3 atm 
ft-lbf 3.766×10–7 kilowatt-hr (kWh) mm of H2O 9.678×10–5 atm 
ft-lbf 0.324 calorie (g-cal)    
ft-lbf 1.356 joule (J) newton (N) 0.225 lbf 
ft-lbf/sec 1.818×10–3 horsepower (hp) N·m 0.7376 ft-lbf 
   N·m 1 joule (J) 
gallon (US Liq) 3.785 liter (L)    
gallon (US Liq) 0.134 ft3 pascal (Pa) 9.869×10–6 atmosphere (atm) 
gallons of water 8.3453 pounds of water Pa 1 newton/m2 (N/m2) 
gamma (γ, Γ) 1×10–9 tesla (T) Pa·sec (Pa·s) 10 poise (P) 
gauss 1×10–4 T pound (lbm,avdp) 0.454 kilogram (kg) 
gram (g) 2.205×10–3 pound (lbm) lbf 4.448 N 
   lbf-ft 1.356 N·m 
hectare 1×104 square meters (m2) lbf/in2 (psi) 0.068 atm 
hectare 2.47104 acres psi 2.307 ft of H2O 
horsepower (hp) 42.4 Btu/min psi 2.036 in of Hg 
hp 745.7 watt (W) psi 6,895 Pa 
hp 33,000 (ft-lbf)/min    
hp 550 (ft-lbf)/sec radian 180/π degree 
hp-hr 2,544 Btu    
hp-hr 1.98×106 ft-lbf stokes 1×10–4 m2/s 
hp-hr 2.68×106 joule (J)    
hp-hr 0.746 kWh therm 1×105 Btu 
      
inch (in) 2.540 centimeter (cm) watt (W) 3.413 Btu/hr 
in of Hg 0.0334 atm W 1.341×10–3 horsepower (hp) 
in of Hg 13.60 in of H2O W 1 joule/sec (J/s) 
in of H2O 0.0361 lbf/in2 (psi) weber/m2 (Wb/m2) 10,000 gauss 
in of H2O 0.002458 atm    
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MATHEMATICS
STRAIGHT LINE 
The general form of the equation is 

Ax + By + C = 0 
The standard form of the equation is 

y = mx + b, 
which is also known as the slope-intercept form. 
The point-slope form is  y – y1 = m(x – x1) 
Given two points: slope,  m = (y2 – y1)/(x2 – x1) 
The angle between lines with slopes m1 and m2 is 

 α = arctan [(m2 – m1)/(1 + m2·m1)] 
Two lines are perpendicular if  m1 = –1/m2 
The distance between two points is 

 ( ) ( )2
12

2
12 xxyyd −+−=  

QUADRATIC EQUATION 
ax2 + bx + c = 0 

a
acbbRoots

2
42 −±−

=  

CONIC SECTIONS 
 
 
 
 
 
 
 
 

 
e = eccentricity = cos θ/(cos φ) 

[Note: X′ and Y′, in the following cases, are translated 
axes.] 
Case 1. Parabola e = 1: 
♦ 
 
 
 
 
 
 
 

(y – k)2 = 2p(x – h); Center at (h, k) 
is the standard form of the equation. When h = k = 0, 
Focus: (p/2,0); Directrix: x = –p/2 

Case 2. Ellipse  e < 1: 
♦ 

 
 
 
 
 
 
 

( ) ( ) ( )

( )

( ) e/ax,ae

eab

a/cabe

,kh

k,h
b

ky
a

hx

±=±

−=

=−=

==

=
−

+
−

:Directrix;0:Focus

;1

1:tyEccentrici

0Whenequation.theofformstandardtheis

atCenter;1

2

22

2

2

2

2

 

Case 3. Hyperbola e > 1: 
♦ 

 
 
 
 
 
 
 
 

( ) ( ) ( )

( )

( )

2 2

2 2

2 2

2

x h y k
1; Center at h,k

a b
is the standard form of the equation. When h k 0,

Eccentricity: e 1 b a c / a

b a e 1;
Focus: ae,0 ; Directrix: x a / e

− −
− =

= =

= + =

= −

± = ±

 

♦ Brink, R.W., A First Year of College Mathematics, D. Appleton-Century Co., Inc., 1937.
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Case 4. Circle  e = 0: 
(x – h)2 + (y – k)2 = r2;  Center at (h, k) 

is the general form of the equation with radius 

( ) ( )22 kyhxr −+−=  

♦ 
 
 
 
 
 
 
 
Length of the tangent from a point. Using the general form 
of the equation of a circle, the length of the tangent is found 
from 

t2 = (x′ – h)2 + (y′ – k)2 – r2 
by substituting the coordinates of a point P(x′,y′) and the 
coordinates of the center of the circle into the equation and 
computing. 
 
♦ 
 
 
 
 
 
 
 
 
Conic Section Equation 
The general form of the conic section equation is 

Ax2 + 2Bxy + Cy2 + 2Dx + 2Ey + F = 0 
where not both A and C are zero. 
If B2 – AC < 0, an ellipse is defined. 
If B2 – AC > 0, a hyperbola is defined. 
If B2 – AC = 0, the conic is a parabola. 
If A = C and B = 0, a circle is defined. 
If A = B = C = 0, a straight line is defined. 

x2 + y2 + 2ax + 2by + c = 0 
is the normal form of the conic section equation, if that 
conic section has a principal axis parallel to a coordinate 
axis. 

h = –a; k = –b 

cbar −+= 22  

If a2 + b2 – c is positive, a circle, center (–a, –b). 
If a2 + b2 – c equals zero, a point at (–a, –b). 
If a2 + b2 – c is negative, locus is imaginary. 

QUADRIC SURFACE (SPHERE) 
The general form of the equation is 

(x – h)2 + (y – k)2 + (z – m)2 = r2 
with center at (h, k, m). 
In a three-dimensional space, the distance between two  
points is 

( ) ( ) ( )2
12

2
12

2
12 zzyyxxd −+−+−=  

LOGARITHMS 
The logarithm of x to the Base b is defined by 

logb (x) = c, where bc = x 
Special definitions for b = e or b = 10 are: 

ln x, Base = e 
log x, Base = 10 

To change from one Base to another: 
logb x = (loga x)/(loga b) 

e.g., ln x = (log10 x)/(log10 e) = 2.302585 (log10 x) 
Identities  
 logb bn = n 

log xc = c log x; xc = antilog (c log x) 
log xy = log x + log y 
logb b = 1; log 1 = 0 
log x/y  = log x – log y 

 
♦ Brink, R.W., A First Year of College Mathematics, D. Appleton-Century Co., Inc., 

Englewood Cliffs, NJ, 1937. 
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TRIGONOMETRY 
Trigonometric functions are defined using a right triangle. 
sin θ = y/r, cos θ = x/r 
tan θ = y/x, cot θ = x/y 
csc θ = r/y, sec θ = r/x 
 
 

   Law of Sines
C

c
B

b
A

a
sinsinsin

==  

 Law of Cosines 
 a2 = b2 + c2 – 2bc cos A 
 b2 = a2 + c2 – 2ac cos B 
 c2 = a2 + b2 – 2ab cos C 

Identities 
csc θ = 1/sin θ 
sec θ = 1/cos θ 
tan θ = sin θ/cos θ 
cot θ = 1/tan θ 
sin2θ + cos2θ = 1 
tan2θ + 1 = sec2θ 
cot2θ + 1 = csc2θ 
sin (α + β) = sin α cos β + cos α sin β 
cos (α + β) = cos α cos β – sin α sin β 
sin 2α = 2 sin α cos α 
cos 2α = cos2α – sin2α = 1 – 2 sin2α = 2 cos2α – 1 
tan 2α = (2 tan α)/(1 – tan2α) 
cot 2α = (cot2α – 1)/(2 cot α) 
tan (α + β) = (tan α + tan β)/(1 – tan α tan β) 
cot (α + β) = (cot α cot β – 1)/(cot α + cot β) 
sin (α – β) = sin α cos β – cos α sin β 
cos (α – β) = cos α cos β + sin α sin β 
tan (α – β) = (tan α – tan β)/(1 + tan α tan β) 
cot (α – β) = (cot α cot β + 1)/(cot β – cot α) 

sin (α/2) = ( ) 2cos1 α−±  

cos (α/2) = ( ) 2cos1 α+±  

tan (α/2) = ( ) ( )α+α−± cos1cos1  

cot (α/2) = ( ) ( )α−α+± cos1cos1  

 

sin α sin β  = (1/2)[cos (α – β) – cos (α + β)] 
cos α cos β  = (1/2)[cos (α – β) + cos (α + β)] 
sin α cos β  = (1/2)[sin (α + β) + sin (α – β)] 
sin α + sin β  = 2 sin (1/2)(α + β) cos (1/2)(α – β) 
sin α – sin β = 2 cos (1/2)(α + β) sin (1/2)(α – β) 
cos α + cos β = 2 cos (1/2)(α + β) cos (1/2)(α – β) 
cos α – cos β = – 2 sin (1/2)(α + β) sin (1/2)(α – β) 

COMPLEX NUMBERS 

Definition i = 1−  
(a + ib) + (c + id) = (a + c) + i (b + d) 
(a + ib) – (c + id) = (a – c) + i (b – d) 
(a + ib)(c + id) = (ac – bd) + i (ad + bc) 

( )( )
( )( )

( ) ( )
22 dc

adbcibdac
idcidc
idciba

idc
iba

+
−++

=
−+
−+

=
+
+  

(a + ib) + (a – ib) = 2a 
(a + ib) – (a – ib) = 2ib 
(a + ib)(a – ib) = a2 + b2 
Polar Coordinates 
x = r cos θ; y = r sin θ; θ = arctan (y/x) 

r = ⏐x + iy⏐ = 22 yx +  

x + iy = r (cos θ + i sin θ) = reiθ 
[r1(cos θ1 + i sin θ1)][r2(cos θ2 + i sin θ2)] = 
 r1r2[cos (θ1 + θ2) + i sin (θ1 + θ2)] 
(x + iy)n = [r (cos θ + i sin θ)]n 

= r n(cos nθ + i sin nθ) 
( )

( ) ( ) ( )[ ]2121
2

1

222

11 sincos
sincos
sincos

θ−θ+θ−θ=
θ+θ
θ+θ i

r
r

ir
ir  

Euler's Identity 
eiθ = cos θ + i sin θ 
e−iθ = cos θ – i sin θ 

i
eeee iiii

2
sin,

2
cos

θ−θθ−θ −
=θ

+
=θ  

Roots 
If k is any positive integer, any complex number (other than 
zero) has k distinct roots. The k roots of r (cos θ + i sin θ) 
can be found by substituting successively n = 0, 1, 2, …,  
(k – 1) in the formula 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

θ
+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+

θ
=

k
n

k
i

k
n

k
rw k 360sin360cos  
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MATRICES 
A matrix is an ordered rectangular array of numbers with m 
rows and n columns. The element aij refers to row i and 
column j. 
Multiplication 
If A = (aik) is an m × n matrix and B = (bkj) is an n × s 
matrix, the matrix product AB is an m × s matrix 

( ) ⎟
⎠
⎞

⎜
⎝
⎛ ∑==

=

n

l
ljilji bac

1
C  

where n is the common integer representing the number of 
columns of A and the number of rows of B (l and k = 1, 2, 
…, n). 
Addition 
If A = (aij) and B = (bij) are two matrices of the same size   
m × n, the sum A + B is the m × n matrix C = (cij) where  
cij = aij + bij. 
Identity 
The matrix I = (aij) is a square n × n identity matrix where 
aii = 1 for i = 1, 2, …, n and aij = 0 for i ≠ j. 
Transpose 
The matrix B is the transpose of the matrix A if each entry 
bji in B is the same as the entry aij in A and conversely. In 
equation form, the transpose is B = AT. 
Inverse 
The inverse B of a square n × n matrix A is 

( ) where1 ,adj
A

AAB == −  

adj(A) = adjoint of A (obtained by replacing AT elements 
with their cofactors, see DETERMINANTS) and 
⏐A⏐ =  determinant of A. 

DETERMINANTS 
A determinant of order n consists of n2 numbers, called the 
elements of the determinant, arranged in n rows and n 
columns and enclosed by two vertical lines.  
In any determinant, the minor of a given element is the 
determinant that remains after all of the elements are struck 
out that lie in the same row and in the same column as the 
given element. Consider an element which lies in the jth 
column and the ith row. The cofactor of this element is  
the value of the minor of the element (if i + j is even), and  
it is the negative of the value of the minor of the element  
(if i + j is odd). 
If n is greater than 1, the value of a determinant of order n is 
the sum of the n products formed by multiplying each 
element of some specified row (or column) by its cofactor. 
This sum is called the expansion of the determinant 
[according to the elements of the specified row (or 
column)]. For a second-order determinant: 

1221
21

21 baba
bb

aa
−=  

 

For a third-order determinant: 

231312123213132321

321

321

321

cbacbacbacbacbacba

ccc

bbb

aaa

−−−++=

 

VECTORS 
 
 
 
 
 
 
 
 
 
 
 
 

 
A = axi + ayj + azk 

Addition and subtraction: 
A + B = (ax + bx)i + (ay + by)j + (az + bz)k 
A – B = (ax – bx)i + (ay – by)j + (az – bz)k 

The dot product is a scalar product and represents the 
projection of B onto A times ⏐A⏐. It is given by 

A•B = axbx + ayby + azbz 
  = ⏐A⏐⏐B⏐ cos θ = B•A 
The cross product is a vector product of magnitude 
⏐B⏐⏐A⏐ sin θ which is perpendicular to the plane 
containing A and B. The product is 

AB

kji

BA ×−==×

zyx

zyx

bbb

aaa  

 
 
 
 
 

j 

i 
k 
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The sense of A × B is determined by the right-hand rule. 
A × B = ⏐A⏐⏐B⏐ n sin θ, where 

n = unit vector perpendicular to the plane of A and B. 
Gradient, Divergence, and Curl 

( )

( )

1

1

2 3

2 3

z

z

z

x y

V V V
x y

V V V
x y

⎛ ⎞∂ ∂ ∂
φ = + + φ⎜ ⎟⎝ ∂ ∂ ∂ ⎠

⎛ ⎞∂ ∂ ∂
• = + + • + +⎜ ⎟⎝ ∂ ∂ ∂ ⎠

⎛ ⎞∂ ∂ ∂
× = + + × + +⎜ ⎟⎝ ∂ ∂ ∂ ⎠

i j k

V i j k i j k

V i j k i j k

∇

∇

∇

 

The Laplacian of a scalar function φ is 

2

2

2

2

2

2
2

zyx ∂
φ∂

+
∂

φ∂
+

∂
φ∂

=φ∇  

Identities 
A • B = B • A; A • (B + C) = A • B + A • C 
A • A = ⏐A⏐2 
i • i = j • j = k • k = 1 
i • j = j • k = k • i = 0 
If A • B = 0, then either A = 0, B = 0, or A is perpendicular 
to B. 
A × B = –B × A 
A × (B + C) = (A × B) + (A × C) 
(B + C) × A = (B × A) + (C × A) 
i × i = j × j = k × k = 0 
i × j = k = –j × i; j × k = i = –k × j 
k × i = j = –i × k 
If A × B = 0, then either A = 0, B = 0, or A is parallel to B. 

( ) ( )

( )

( ) ( )

2

2

0

0

φ = • φ = • φ

× φ =

• × =

× × = • −

∇ ∇ ∇ ∇ ∇

∇ ∇

∇ ∇

∇ ∇ ∇ ∇ ∇

A

A A A

 

PROGRESSIONS AND SERIES 
Arithmetic Progression 
To determine whether a given finite sequence of numbers is 
an arithmetic progression, subtract each number from the 
following number. If the differences are equal, the series is 
arithmetic. 
1. The first term is a. 
2. The common difference is d. 
3. The number of terms is n. 
4. The last or nth term is l. 

5. The sum of n terms is S. 
l = a + (n – 1)d 
S = n(a + l)/2 = n [2a + (n – 1) d]/2 

Geometric Progression 
To determine whether a given finite sequence is a geometric 
progression (G.P.), divide each number after the first by the 
preceding number. If the quotients are equal, the series is 
geometric. 
1. The first term is a. 
2. The common ratio is r. 
3. The number of terms is n. 
4. The last or nth term is l. 
5. The sum of n terms is S. 

l = arn−1 
S = a (1 – rn)/(1 – r); r ≠ 1 
S = (a – rl)/(1 – r); r ≠ 1 

( ) 1;1limit <−=
∞→

rraSnn
 

A G.P. converges if ⏐r⏐ < 1 and it diverges if ⏐r⏐ ≥ 1. 
Properties of Series 

( )

( ) 2

constant

2

1

1 111

11

1

nnx

zyxzyx

xccx

c;ncc

n

x

n

i

n

i
i

n

i
ii

n

i
iii

n

i
i

n

i
i

n

i

+=∑

∑ ∑−∑+=∑ −+

∑=∑

∑ ==

=

= ===

==

=

 

1. A power series in x, or in x – a, which is convergent in 
the interval –1 < x < 1 (or –1 < x – a < 1), defines a 
function of x which is continuous for all values of x 
within the interval and is said to represent the function 
in that interval. 

2. A power series may be differentiated term by term, and 
the resulting series has the same interval of convergence 
as the original series (except possibly at the end points 
of the interval). 

3. A power series may be integrated term by term provided 
the limits of integration are within the interval of 
convergence of the series. 

4. Two power series may be added, subtracted, or 
multiplied, and the resulting series in each case is 
convergent, at least, in the interval common to the two 
series. 

5. Using the process of long division (as for polynomials), 
two power series may be divided one by the other. 
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Taylor's Series 

( ) ( ) ( ) ( ) ( ) ( )

( )( ) ( ) …… +−++

−
′′

+−
′

+=

n
n

ax
n

af

axafaxafafxf

!

!2!1
2

 

is called Taylor's series, and the function f (x) is said to be 
expanded about the point a in a Taylor's series. 
If a = 0, the Taylor's series equation becomes a Maclaurin's 
series. 
DIFFERENTIAL CALCULUS 
The Derivative 
For any function y = f (x), 
the derivative = Dx y = dy/dx = y′ 

( ) ( )[ ]

( ) ( ) ( ){ }xxfxxf

xyy

x

x

∆−∆+=

∆∆=′

→∆

→∆

][
0

0

limit

limit
 

y′  = the slope of the curve f(x). 
Test for a Maximum 

y = f (x) is a maximum for 
x = a, if f ′(a) = 0 and f ″(a) < 0. 

Test for a Minimum 
y = f (x) is a minimum for 
x = a, if f ′(a) = 0 and f ″(a) > 0. 

Test for a Point of Inflection 
y = f (x) has a point of inflection at x = a, 

if f ″(a) = 0, and 
if f ″(x) changes sign as x increases through 

x = a. 
The Partial Derivative 
In a function of two independent variables x and y, a 
derivative with respect to one of the variables may be found 
if the other variable is assumed to remain constant. If y is 
kept fixed, the function 

z = f (x, y) 
becomes a function of the single variable x, and its 
derivative (if it exists) can be found. This derivative is 
called the partial derivative of z with respect to x. The 
partial derivative with respect to x is denoted as follows: 

( )
x

y,xf
x
z

∂
∂

=
∂
∂  

The Curvature of Any Curve 
♦ 
 
 
 
 
♦ Wade, Thomas L., Calculus, Ginn & Company/Simon & Schuster Publishers, 1953. 

The curvature K of a curve at P is the limit of its average 
curvature for the arc PQ as Q approaches P. This is also 
expressed as: the curvature of a curve at a given point is the 
rate-of-change of its inclination with respect to its arc 
length. 

ds
d

s
K α

=
∆
α∆

=
→∆ 0s

limit  

Curvature in Rectangular Coordinates 

( )[ ] 2321 y

yK
′+

′′
=  

When it may be easier to differentiate the function with 
respect to y rather than x, the notation x′ will be used for the 
derivative. 

x′ = dx/dy 

( )[ ] 2321 x

xK
′+

′′−
=  

The Radius of Curvature  
The radius of curvature R at any point on a curve is defined 
as the absolute value of the reciprocal of the curvature K at 
that point. 

( )

( )[ ] ( )01

01

232

≠′′
′′
′+

=

≠=

y
y
yR

K
K

R

 

L'Hospital's Rule (L'Hôpital's Rule) 
If the fractional function f(x)/g(x) assumes one of the 
indeterminate forms 0/0 or ∞/∞ (where α is finite or 
infinite), then 

( ) ( )xgxf
α→x

limit  

is equal to the first of the expressions 
( )
( )

( )
( )

( )
( )xg
xf,

xg
xf,

xg
xf

xxx ′′′
′′′

′′
′′

′
′

α→α→α→
limitlimitlimit  

which is not indeterminate, provided such first indicated 
limit exists. 

INTEGRAL CALCULUS 
The definite integral is defined as: 

( ) ( )∑ ∫=∆
=∞→

n

i

b
aiin

dxxfxxf
1

limit  

Also, .ixi allfor0→∆  

A table of derivatives and integrals is available on page 9. 
The integral equations can be used along with the following 
methods of integration: 
A. Integration by Parts (integral equation #6), 
B. Integration by Substitution, and 
C. Separation of Rational Fractions into Partial Fractions. 
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DERIVATIVES AND INDEFINITE INTEGRALS 
In these formulas, u, v, and w represent functions of x. Also, a, c, and n represent constants. All arguments of the trigonometric 
functions are in radians. A constant of integration should be added to the integrals. To avoid terminology difficulty, the 
following definitions are followed: arcsin u = sin–1 u, (sin u) –1 = 1/sin u. 
1. dc/dx = 0 
2. dx/dx = 1 
3. d(cu)/dx = c du/dx 
4. d(u + v – w)/dx = du/dx + dv/dx – dw/dx 
5. d(uv)/dx = u dv/dx + v du/dx 
6. d(uvw)/dx = uv dw/dx + uw dv/dx + vw du/dx 

7. 
( )

2v
dxdvudxduv

dx
vud −

=  

8. d(un)/dx = nun–1 du/dx 
9. d[f (u)]/dx = {d[f (u)]/du} du/dx 
10. du/dx = 1/(dx/du) 

11. ( ) ( )
dx
du

u
e

dx
ud a 1loglog

a=  

12. ( )
dx
du

udx
ud 1ln

=  

13. ( ) ( )
dx
duaa

dx
ad u

u
ln=   

14. d(eu)/dx = eu du/dx 
15. d(uv)/dx = vuv–1 du/dx + (ln u) uv dv/dx 
16. d(sin u)/dx = cos u du/dx 
17. d(cos u)/dx = –sin u du/dx 
18. d(tan u)/dx = sec2u du/dx 
19. d(cot u)/dx = –csc2u du/dx 
20. d(sec u)/dx = sec u tan u du/dx 
21. d(csc u)/dx = –csc u cot u du/dx 

22. ( ) ( )2sin2
1

1sin 1

2

1
π≤≤π−

−
= −

−

u
dx
du

udx
ud  

23. ( ) ( )π≤≤
−

−= −
−

u
dx
du

udx
ud 1

2

1
cos0

1

1cos  

24. ( ) ( )2tan2
1

1tan 1
2

1
π<<π−

+
= −

−

u
dx
du

udx
ud

 

25. ( ) ( )π<<
+

−= −
−

u
dx
du

udx
ud 1

2

1
cot0

1
1cot  

26. 

( )

( )( )2sec2sec0

1

1sec

11

2

1

π−<≤π−π<≤

−
=

−−

−

uu

dx
du

uudx
ud

 

27.  

( )

( )( )2csc2csc0

1

1csc

11

2

1

π−≤<π−π≤<

−
−=

−−

−

uu

dx
du

uudx
ud

 

1. ∫ d f (x) = f (x) 
2. ∫ dx = x 
3. ∫ a f(x) dx = a ∫ f(x) dx 
4. ∫ [u(x) ± v(x)] dx = ∫ u(x) dx ± ∫ v(x) dx 

5. ( )1
1

1
−≠

+
=∫

+

m
m
xdxx

m
m  

6. ∫ u(x) dv(x) = u(x) v(x) – ∫ v (x) du(x) 

7. ∫ +=
+

bax
abax

dx ln1  

8. ∫ = x
x

dx 2  

9. ∫ ax dx = 
a

a x

ln
 

10. ∫ sin x dx = – cos x 
11. ∫ cos x dx = sin x 

12.  ∫ −=
4
2sin

2
sin 2 xxxdx  

13. ∫ +=
4
2sin

2
cos2 xxxdx  

14. ∫ x sin x dx = sin x – x cos x 
15. ∫ x cos x dx = cos x + x sin x 
16. ∫ sin x cos x dx = (sin2x)/2 

17. ( )
( )

( )
( ) ( )22

2
cos

2
coscossin ba

ba
xba

ba
xbadxbxax ≠∫

+
+

−
−
−

−=  

18. ∫ tan x dx = –ln⏐cos x⏐ = ln ⏐sec x⏐ 
19. ∫ cot x dx = –ln ⏐csc x ⏐ = ln ⏐sin x⏐ 
20. ∫ tan2x dx = tan x – x 
21. ∫ cot2x dx = –cot x – x 
22. ∫ eax dx = (1/a) eax 
23. ∫ xeax dx = (eax/a2)(ax – 1) 
24. ∫ ln x dx = x [ln (x) – 1] (x > 0) 

25. ( )0tan1 1
22 ≠∫ =

+
− a

a
x

axa
dx  

26. ( )0,0,tan1 1
2

>>⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=

+∫ − ca
c
ax

accax
dx  

27a. 

( )04

4

2tan
4

2

2

2
1

22

>−

∫
−

+

−
=

++
−

bac

bac

bax

baccbxax
dx

 

27b. 

( )04

42

42ln
4

1

2

2

2

22

>−

∫
−++

−−+

−
=

++

acb

acbbax

acbbax

acbcbxax
dx

 

27c. ( )04
2

2 2
2

=−∫
+

−=
++

acb,
baxcbxax

dx
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MENSURATION OF AREAS AND VOLUMES 
Nomenclature 
A = total surface area 
P = perimeter 
V = volume 
Parabola 
 
 
 
 
 
 
 
 
 
 
 
 
Ellipse 
♦ 
 
 
 
 
 
 
 

( )

( )
( ) ( )

( ) ( )
( )

,baP

baPapprox

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

+λ××××+

λ×××+λ××+

λ×+λ+

+π=

+π=

…102
10

7
8

5
6

3
4

1
2

1

82
8

5
6

3
4

1
2

162
6

3
4

1
2

1

42
4

1
2

122
2

1

22

1

22

 

where 
λ = (a – b)/(a + b) 
 
 

Circular Segment 
♦ 

S

r

d

φ

A

 A = [r2 (φ – sin φ)]/2 
 φ = s/r = 2{arccos [(r – d)/r]} 
 
Circular Sector 
♦ 
 
 
 
 
 
 
 
 A = φr2/2 = sr/2 
 φ = s/r 
Sphere 
♦ 
 
 
 
 
 
 
 
 V = 4πr3/3 = πd 3/6 
 A = 4πr2 = πd 2 

 
 
♦ Gieck, K. & Gieck R., Engineering Formulas, 6th ed., Gieck Publishing, 1967. 

A = πab
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MENSURATION OF AREAS AND VOLUMES (continued)
 

Parallelogram 
 
 
 
 
 
 P = 2(a + b) 

( )

( )
( )

( )φ==

+=+

φ++=

φ−+=

sin

2

cos2

cos2

222
2

2
1

22
2

22
1

abahA

badd

abbad

abbad

 

If a = b, the parallelogram is a rhombus. 

Regular Polygon (n equal sides) 
♦ 
 
 
 
 
 
 
 φ= 2π /n 

 ( )
⎟
⎠
⎞

⎜
⎝
⎛ −π=⎥⎦

⎤
⎢⎣
⎡ −π

=θ
nn

n 212  

 P = ns 
 s = 2r [tan (φ/2)] 
 A = (nsr)/2 
 
Prismoid 
♦ 
 
 
 
 
 
 
 
 

 V = (h/6)( A1 + A2 + 4A) 
 

Right Circular Cone 
♦ 
 
 
 
 
 
 

V = (πr2h)/3 
A = side area + base area 

⎟
⎠
⎞⎜

⎝
⎛ ++π= 22 hrrr  

Ax: Ab = x2: h2 
 
Right Circular Cylinder 
♦ 
 
 
 
 
 
 

 

( )rhrA

hd
hrV

+π=+=

π
=π=

2areasendareaside
4

2
2

 

 
Paraboloid of Revolution 
 
 
 
 
 
 
 
 

8

2hdV π
=  

 
♦ Gieck, K. & R. Gieck, Engineering Formulas, 6th ed., Gieck Publishing, 1967. 



MATHEMATICS (continued) 

12 

CENTROIDS AND MOMENTS OF INERTIA 
The location of the centroid of an area, bounded by the 
axes and the function y = f(x), can be found by integration. 

( )
( ) ( )dyygdxxfdA

dxxfA
A
ydAy

A
xdAx

c

c

==

∫=

∫=

∫=

 

The first moment of area with respect to the y-axis and the 
x-axis, respectively, are: 

My = ∫ x dA = xc A 
Mx = ∫ y dA = yc A 

The moment of inertia (second moment of area) with 
respect to the y-axis and the x-axis, respectively, are: 

Iy = ∫ x2 dA 
Ix = ∫ y2 dA 

The moment of inertia taken with respect to an axis passing 
through the area's centroid is the centroidal moment of 
inertia. The parallel axis theorem for the moment of inertia 
with respect to another axis parallel with and located d 
units from the centroidal axis is expressed by 

Iparallel axis = Ic + Ad 2 
In a plane, J =∫ r2dA = Ix + Iy 

Values for standard shapes are presented in tables in the 
STATICS and DYNAMICS sections. 

DIFFERENTIAL EQUATIONS 
A common class of ordinary linear differential equations is 

( ) ( ) ( ) ( )xfxyb
dx

xdyb
dx

xydb n

n

n =+++ 01…  

where bn, …, bi, …, b1, b0 are constants. 
When the equation is a homogeneous differential equation, 
f(x) = 0, the solution is 
 

where rn is the nth distinct root of the characteristic 
polynomial P(x) with 

P(r) = bnr n + bn−1r n–1 + … + b1r + b0 

If the root r1 = r2, then xreC 2
2 is replaced with xrxeC 1

2 .  

Higher orders of multiplicity imply higher powers of x. The 
complete solution for the differential equation is 

y(x) = yh(x) + yp(x), 

where yp(x) is any solution with f(x) present. If f(x) has xrne  
terms, then resonance is manifested. Furthermore, specific 
f(x) forms result in specific yp(x) forms, some of which are: 

 
f(x) yp

(x) 
A B 
Aeα x Beα x, α ≠ rn 
A1 sin ω x + A2 cos ω x B1 sin ω x + B2 cos ω x 
If the independent variable is time t, then transient dynamic 
solutions are implied. 
First-Order Linear Homogeneous Differential 
Equations With Constant Coefficients 

y′ + ay = 0, where a is a real constant: 
Solution, y = Ce–at 

where C = a constant that satisfies the initial conditions. 
First-Order Linear Nonhomogeneous Differential 
Equations 

( ) ( )
( ) KAy

tB
tAtxtKxy

dt
dy

=
⎭
⎬
⎫

⎩
⎨
⎧

>
<==+τ

0
0
0

 

τ is the time constant 
K is the gain 
The solution is 

( ) ( )

⎥
⎦

⎤
⎢
⎣

⎡
−

−
=

τ

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛

τ
−

−−+=

yKB
KAKBt

tKAKBKAty

ln

orexp1
 

Second-Order Linear Homogeneous Differential 
Equations with Constant Coefficients 
An equation of the form 

y″ + 2ay′ + by = 0 
can be solved by the method of undetermined coefficients 
where a solution of the form y = Cerx is sought. Substitution 
of this solution gives 

(r2 + 2ar + b) Cerx = 0 
and since Cerx cannot be zero, the characteristic equation 
must vanish or 

r2 + 2ar + b = 0 
The roots of the characteristic equation are 

r1,2 =  

and can be real and distinct for a2 > b, real and equal for 
 a2 = b, and complex for a2 < b. 
If a2 > b, the solution is of the form (overdamped) 

xrxr eCeCy 21
21 +=  

If a2 = b, the solution is of the form (critically damped) 
( ) xrexCCy 1

21 +=  
If a2 < b, the solution is of the form (underdamped) 

y = eα x (C1 cos βx + C2 sin βx), where 
α = – a 

β = 2ab −  

baa −±− 2

( ) xr
n

xr
i

xrxr
h

nii eCeCeCeCxy +++++= ……2
21
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FOURIER TRANSFORM 
The Fourier transform pair, one form of which is 

( ) ( )
( ) ( )[ ] ( )∫ ωωπ=

∫=ω
∞
∞−

ω

∞
∞−

ω−

deFtf

dtetfF
tj

tj

21
 

can be used to characterize a broad class of signal models 
in terms of their frequency or spectral content. Some useful 
transform pairs are: 
f(t) F(ω) 
δ(t) 
u(t) 

tj

rect

oe

trtutu

ω

τ
=⎟

⎠
⎞

⎜
⎝
⎛ τ

−−⎟
⎠
⎞

⎜
⎝
⎛ τ

+
22  

1 
π δ(ω) + 1/jω 

( )

( )oω−ωπδ
ωτ

ωτ
τ

2
2

2sin
 

Some mathematical liberties are required to obtain the 
second and fourth form. Other Fourier transforms are 
derivable from the Laplace transform by replacing s with 
jω provided 

f(t) = 0, t < 0 

( ) ∞<∫
∞ dttf0  

Also refer to Fourier Series and Laplace Transforms in 
ELECTRICAL AND COMPUTER ENGINEERING 
section of this handbook. 

DIFFERENCE EQUATIONS 
Difference equations are used to model discrete systems. 
Systems which can be described by difference equations 
include computer program variables iteratively evaluated in 
a loop, sequential circuits, cash flows, recursive processes, 
systems with time-delay components, etc. Any system 
whose input v(t) and output y(t) are defined only at the 
equally spaced intervals t = kT can be described by a 
difference equation 
First-Order Linear Difference Equation 
The difference equation 

Pk = Pk−1(1 + i) – A 
represents the balance P of a loan after the kth payment A. 
If Pk is defined as y(k), the model becomes 

y(k) – (1 + i) y(k – 1) = – A 
Second-Order Linear Difference Equation 
The Fibonacci number sequence can be generated by 

y(k) = y(k – 1) + y(k – 2) 
where y(–1) = 1 and y(–2) = 1. An alternate form for this 
model is f (k + 2) = f (k + 1) + f (k) 

with f (0) = 1 and f (1) = 1. 

NUMERICAL METHODS 
Newton’s Method for Root Extraction 
Given a function f(x) which has a simple root of f(x) = 0 
at x = a an important computational task would be to 
find that root. If f(x) has a continuous first derivative 
then the (j +1)st estimate of the root is 

jaxdx
)x(df
)x(faa jj

=

−=+1  

The initial estimate of the root a 0 must be near enough 
to the actual root to cause the algorithm to converge to 
the root. 
Newton's Method of Minimization 
Given a scalar value function 

h(x) = h(x1, x2, …, xn) 
find a vector x*∈Rn such that 

h(x*) ≤ h(x) for all x 
Newton's algorithm is 

KK

KK x
h

x
h

xxxx
xx

=∂
∂

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

=∂
∂

−=

−

+

1

2

2

1 , where 

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

∂
∂

∂
∂
∂
∂

=
∂
∂

nx
h

x
h
x
h

x
h

…
…

2

1

 

and 

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

∂
∂

∂∂
∂

∂∂
∂

∂∂
∂

∂
∂

∂∂
∂

∂∂
∂

∂∂
∂

∂
∂

=
∂
∂

2

2

2

2

1

2

2

2

2
2

2

21

2
1

2

21

2

2
1

2

2

2

nnn

n

n

x
h

xx
h

xx
h

xx
h

x
h

xx
h

xx
h

xx
h

x
h

x
h

……

……………
……………

……

……
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Numerical Integration 
Three of the more common numerical integration algorithms used to evaluate the integral 

( )∫
b
a dxxf  

are: 
Euler's or Forward Rectangular Rule 

( ) ( )∑ ∆+∆≈∫
−

=

1

0

n

k

b
a xkafxdxxf  

Trapezoidal Rule 
for n = 1 

( ) ( ) ( )
∫ ⎥⎦

⎤
⎢⎣
⎡ +

∆≈b
a

bfafxdxxf
2

 

for n > 1 

( ) ( ) ( ) ( )∫ ⎥⎦
⎤

⎢⎣
⎡ ∑ +∆++

∆
≈

−

=

b
a

n

k
bfxkafafxdxxf

1

1
2

2
 

Simpson's Rule/Parabolic Rule (n must be an even integer) 
for n = 2 

( ) ( ) ( )∫ ⎥
⎦

⎤
⎢
⎣

⎡
+⎟

⎠
⎞

⎜
⎝
⎛ +

+⎟
⎠
⎞

⎜
⎝
⎛ −

≈b
a bfbafafabdxxf

2
4

6
 

for n ≥ 4 

( )
( ) ( )

( ) ( )⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+∑ ∆++

∑ ∆++
∆

≈∫ −

=

−

=

bfxkaf

xkafaf
xdxxf

n

,,,k

n

,,,kb
a 1

531

2

642

4

2

3
…

…  

with ∆x = (b – a)/n 
 n = number of intervals between data points 
 
Numerical Solution of Ordinary Differential Equations 
Euler's Approximation 
Given a differential equation 

dx/dt = f (x, t) with x(0) = xo 
At some general time k∆t 

x[(k + 1)∆t] ≅ x(k∆t) + ∆t f [x(k∆t), k∆t] 
which can be used with starting condition xo to solve recursively for x(∆t), x(2∆t), …, x(n∆t). 
The method can be extended to nth order differential equations by recasting them as n first-order equations. 
In particular, when dx/dt = f (x) 
 x[(k + 1)∆t] ≅ x(k∆t) + ∆tf [x(k∆t)] 
which can be expressed as the recursive equation 
 xk + 1 = xk + ∆t (dxk / dt) 
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ENGINEERING PROBABILITY AND STATISTICS

DISPERSION, MEAN, MEDIAN, AND MODE 
VALUES 
If X1, X2, …, Xn represent the values of a random sample of  
n items or observations, the arithmetic mean of these items 
or observations, denoted    , is defined as  

( )( ) ( )∑=+++=
=

n

i
in XnXXXnX

1
21 11 …  

X  → µ for sufficiently large values of n.    
The weighted arithmetic mean is 

∑
∑=

i

ii
w w

XwX , where 

Xi = the value of the ith  observation, and 
wi = the weight applied to Xi. 
The variance of the population is the arithmetic mean of 
the squared deviations from the population mean. If µ is 
the arithmetic mean of a discrete population of size N, the 
population variance is defined by 

( ) ( ) ( ) ( )

( ) ( )
2

1

22
2

2
1

2

1

][1

∑ µ−=

µ−++µ−+µ−=σ

=

N

i
i

N

XN/

XXXN/ …
 

The standard deviation of the population is 

( ) ( )21 ∑ µ−=σ iXN  

The sample variance is 

( )[ ] ( )
2

1

2 11 ∑
=

−−=
n

i
i XXns  

The sample standard deviation is 

( )[ ] ( )∑
=

−−=
n

i
i XXns

1

211  

The sample coefficient of variation = CV = s/ X  

The sample geometric mean = n
nXXXX …321  

The sample root-mean-square value = ( )∑ 21 iXn  

When the discrete data are rearranged in increasing order 

and n is odd, the median is the value of the 
th1

2
n +⎛ ⎞

⎜ ⎟⎝ ⎠
 item. 

When n is even, the median is the average of the 
th th

and 1
2 2
n n⎛ ⎞ ⎛ ⎞+⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

 items. 

The mode of a set of data is the value that occurs with 
greatest frequency. 

PERMUTATIONS AND COMBINATIONS 
A permutation is a particular sequence of a given set of 
objects. A combination is the set itself without reference to 
order. 
1. The number of different permutations of n distinct 

objects taken r at a time is 

( ) ( )!
!
rn

nr,nP
−

=  

2. The number of different combinations of n distinct 
objects taken r at a time is 

( ) ( )
( )[ ]!!

!
! rnr

n
r

r,nPr,nC
−

==  

3. The number of different permutations of n objects 
taken n at a time, given that ni are of type i,  
where i = 1, 2,…, k and Σni = n, is 

( )
!!!

!

21
21

k
k nnn

nn,n,n;nP
…

… =  

LAWS OF PROBABILITY 
Property 1. General Character of Probability  
The probability P(E) of an event E is a real number in the 
range of 0 to 1. The probability of an impossible event is 0 
and that of an event certain to occur is 1. 
Property 2. Law of Total Probability 

P(A + B) = P(A) + P(B) – P(A, B), where 
P(A + B) = the probability that either A or B occur alone 

or that both occur together, 
P(A) = the probability that A occurs, 
P(B) = the probability that B occurs, and 
P(A, B) = the probability that both A and B occur 

simultaneously. 
Property 3. Law of Compound or Joint Probability  
If neither P(A) nor P(B) is zero, 

P(A, B) = P(A)P(B | A) = P(B)P(A | B), where 
P(B | A) = the probability that B occurs given the fact that A 

has occurred, and 
P(A | B) = the probability that A occurs given the fact that B 

has occurred. 
If either P(A) or P(B) is zero, then P(A, B) = 0. 

X
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PROBABILITY FUNCTIONS 
A random variable X has a probability associated with each 
of its possible values. The probability is termed a discrete 
probability if X can assume only discrete values, or  

X = x1, x2, x3, …, xn 

The discrete probability of any single event, X = xi, 
occurring is defined as P(xi) while the  probability mass 
function of the random variable X is defined by 

nkxXPxf kk ...,2,1, ),()( ===  

Probability Density Function 
If X is continuous, the probability density function, f, is 
defined such that  

∫=≤≤
b

a

dxxfbXaP )()(  

Cumulative Distribution Functions 
The cumulative distribution function, F, of a discrete 
random variable X that has a probability distribution 
described by P(xi) is defined as 

1
( ) ( ) ( ), 1,2,...,

m
m k m

k
F x P x P X x m n

=
= = ≤ =∑  

If X is continuous, the cumulative distribution function, F, 
is defined by 

( ) ( )
x

F x f t dt
−∞

= ∫  

which implies that F(a) is the probability that .X a≤  
Expected Values 
Let X be a discrete random variable having a probability 
mass function 

( ) , 1, 2,...,kf x k n=  

The expected value of X is defined as  

[ ] ( )
1

n
k k

k
E X x f x

=
µ = = ∑  

The variance of X is defined as 

[ ] ( )2 2

1
( )

n
k k

k
V X x f x

=
σ = = − µ∑  

Let X  be a continuous random variable having a density 
function f (X) and let Y = g(X) be some general function.  
The expected value of Y is: 

[ ] [ ]( ) ( ) ( )E Y E g X g x f x dx
∞

−∞
= = ∫  

The mean or expected value of the random variable X is 
now defined as 

[ ] ( )E X x f x dx
∞

−∞

µ = = ∫  

while the variance is given by 

[ ] [ ] ∫
∞

∞−

µ−=µ−==σ dx)x(f)x()X(EXV 222  

The standard deviation is given by 

[ ]V Xσ =  

The coefficient of variation is defined as σ/µ. 
Sums of Random Variables 

Y = a1 X1 + a2 X2 + …+an Xn 

The expected value of Y is: 

( ) ( ) ( ) ( )nny XEa...XEaXEaYE +++==µ 2211  

If the random variables are statistically independent, then 
the variance of Y is: 

( ) ( ) ( ) ( )nny XVa...XVaXVaYV 2
2

2
21

2
1

2 +++==σ  

222
2

2
2

2
1

2
1 nna...aa σ++σ+σ=  

Also, the standard deviation of Y is: 
2
yy σ=σ  

Binomial Distribution 
P(x) is the probability that x successes will occur in n trials. 
If p = probability of success and q = probability of failure =  
1 – p, then 

( ) ( ) ( )
!,

! !
x n x x n x

n
nP x C n x p q p q

x n x
− −= =

−
,  

where 
x = 0, 1, 2, …, n, 
C(n, x) = the number of combinations, and 
n, p = parameters. 
Normal Distribution (Gaussian Distribution) 
This is a unimodal distribution, the mode being x = µ, with 
two points of inflection (each located at a distance σ to 
either side of the mode). The averages of n observations 
tend to become normally distributed as n increases. The 
variate x is said to be normally distributed if its density 
function f (x) is given by an expression of the form 

( )
21

21
2

x

f x e
−µ⎛ ⎞− ⎜ ⎟⎝ ⎠σ=

σ π
, where 

µ = the population mean, 
σ = the standard deviation of the population, and 
–∞ ≤ x ≤ ∞ 
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When µ = 0 and σ2 = σ = 1, the distribution is called a 
standardized or unit normal distribution. Then 

( ) .x,exf x ∞≤≤∞−
π

= − where
2
1 22

 

It is noted that xZ − µ
=

σ
 follows a standardized normal 

distribution function. 
A unit normal distribution table is included at the end of 
this section. In the table, the following notations are 
utilized: 
F(x) = the area under the curve from –∞ to x, 
R(x) = the area under the curve from x to ∞, and 
W(x) = the area under the curve between –x and x. 

The Central Limit Theorem 

Let 1 2, , ..., nX X X  be a sequence of independent and 
identically distributed random variables each having mean 
µ and variance 2σ . Then for large n , the Central Limit 
Theorem asserts that the sum 

1 2 ... nY X X X= + +  is approximately normal. 

t-Distribution 
The variate t is defined as the quotient of two independent 
variates x and r where x is unit normal and r is the root 
mean square of n other independent unit normal variates; 
that is, t = x/r. The following is the t-distribution with n 
degrees of freedom: 

( ) ( )[ ]
( ) ( )( ) 2121

1
2

21
+

+πΓ
+Γ

= n
ntnn

ntf  

where – ∞ ≤ t ≤ ∞. 
A table at the end of this section gives the values of tα, n for 
values of α and n. Note that in view of the symmetry of the 
t-distribution, t1−α,n = –tα,n. 
The function for α follows: 

( )∫=α ∞
α n,t dttf  

2χ - Distribution  

If 1 2, , ..., nZ Z Z  are independent unit normal random 
variables, then 

2 2 2 2
1 2 ... nZ Z Zχ = + + +  

is said to have a chi-square distribution with n degrees of 
freedom. The density function is shown as follows: 

( ) ( )

2
2 2

2
1

1
2 22 2

2

, 0

n

n

e
f

χ −
− χ⎛ ⎞

⎝ ⎠
χ = χ >

Γ
 

A table at the end of this section gives values of 
2

,αχ n  for selected values of α  and n . 

Gamma Function 

( ) 01 >∫=Γ ∞ −− n,dtetn o
tn  

and the standard deviation

y

y n

µ = µ

σ
σ =

 

LINEAR REGRESSION  
Least Squares 

xb̂  â y += , where 

( )

( )

( )

( )

i 1 i 1 i 1

2

2

i 1 i 1

i 1

i 1

ˆˆintercept ,
ˆand slope : ,

1 ,

1 ,

sample size,

1 , and

1 .

xy xx

n n n

xy i i i i

n n

xx i i

n

i

n

i

y - : a  y  bx

b  S /S

S     x y  /n  x   y

S    x  /n x

n  

y  /n y

x   /n x

= = =

= =

=

=

= −

=

= −

= −

=

=

=

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

⎛ ⎞
⎜ ⎟⎝ ⎠

⎛ ⎞
⎜ ⎟⎝ ⎠

⎛ ⎞
⎜ ⎟⎝ ⎠

∑ ∑ ∑

∑ ∑

∑

∑

 

Standard Error of Estimate 

( ) MSE
nS

SSS
S

xx

xyyyxx
e =

−

−
=

2

2
2 , where 

( )
2

11

2 1 ⎟
⎠
⎞

⎜
⎝
⎛ ∑−∑=

==

n

i
i

n

i
iyy ynyS  

 

Confidence Interval for a 

MSE
S
x

n
tâ

xx
n, ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+± −α

2

22
1  

Confidence Interval for b 

xx
n, S

MSEtb̂ 22 −α±  

Sample Correlation Coefficient  

yyxx

xy

SS

S
r =  
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0 0 1 0

0 0
2 2

: ; :H H

n nα α

µ = µ µ ≠ µ

⎛ ⎞ ⎛ ⎞µ − µ µ − µ
β = Φ + Ζ − Φ − Ζ⎜ ⎟ ⎜ ⎟σ σ⎝ ⎠ ⎝ ⎠

( )
( )

0 0 1 0

0

2 2

2
1 0

: ; :H H

n

n

α

α β

µ = µ µ > µ

⎛ ⎞µ − µ
β = Φ + Ζ⎜ ⎟σ⎝ ⎠

Ζ + Ζ σ
=

µ − µ

HYPOTHESIS TESTING 
Consider an unknown parameter θ  of a statistical distribution. Let the null hypothesis be 

0 0: θ = θH  

and let the alternative hypothesis be 

1 1:H θ = θ  

Rejecting 0H  when it is true is known as a type I error, while accepting 1H  when it is wrong is known as a type II error. 
Furthermore, the probabilities of type I and type II errors are usually represented by the symbols α  and β , respectively: 

 α = probability (type I error) 

 β = probability (type II error) 

The probability of a type I error is known as the level of significance of the test. 

Assume that the values of α  and β  are given. The sample size can be obtained from the following relationships. In (A) and 
(B), 1µ  is the value assumed to be the true mean. 

(A) 

 

 

 

An approximate result is 

( )
( )

2 2
2

2
1 0

n
α βΖ + Ζ σ

µ − µ
 

 
(B) 
 

 
 

 
 
 
 
Refer to the Hypothesis Testing table in the INDUSTRIAL ENGINEERING section of this handbook. 
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CONFIDENCE INTERVALS 
Confidence Interval for the Mean µ of a Normal Distribution 
(a) Standard deviation σ is known 

n
ZX

n
ZX σ

+≤µ≤
σ

− αα 22  

(b) Standard deviation σ is not known 

n
stX

n
stX 22 αα +≤µ≤−  

where 2αt  corresponds to n – 1 degrees of freedom. 

 
Confidence Interval for the Difference Between Two Means µ1 and µ2 

(a) Standard deviations σ1 and σ2 known 
2 2 2 2
1 2 1 2

1 2 2 1 2 1 2 2
1 2 1 2

X X Z X X Z
n n n nα α
σ σ σ σ

− − + ≤ µ − µ ≤ − + +  

(b) Standard deviations σ1 and σ2 are not  known 

( ) ( ) ( ) ( )2 2 2 2
1 1 2 2 1 1 2 2

1 2 1 2
1 2 2 1 2 1 2 2

1 2 1 2

1 1 1 11 1 1 1

2 2

n S n S n S n S
n n n n

X X t X X t
n n n nα α

⎛ ⎞ ⎛ ⎞⎡ ⎤ ⎡ ⎤+ − + − + − + −⎜ ⎟ ⎜ ⎟⎣ ⎦ ⎣ ⎦⎝ ⎠ ⎝ ⎠
− − ≤ µ − µ ≤ − −

+ − + −
 

where 2αt corresponds to n1 + n2 – 2 degrees of freedom. 

Confidence Intervals for the Variance σ2 of a Normal Distribution 

( ) ( )

2 2

2 2
2

2 2
, 1 1 , 1

1 1

n n

n s n s
x xα α− − −

− −
≤ σ ≤  

Sample Size 

n

Xz
σ

− µ
=  

 
 
 
 
 

 

Value of α 2Z  

Confidence 
Interval 2Zα  

80% 1.2816 
90% 1.6449 
95% 1.9600 
96% 2.0537 
98% 2.3263 
99% 2.5758 
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UNIT NORMAL DISTRIBUTION  

 
 
 
 
 

     

x f(x) F(x) R(x) 2R(x) W(x) 

 0.0 
 0.1 
 0.2 
 0.3 
 0.4 
 
 0.5 
 0.6 
 0.7 
 0.8 
 0.9 
 
 1.0 
 1.1 
 1.2 
 1.3 
 1.4 
 
 1.5 
 1.6 
 1.7 
 1.8 
 1.9 
 
 2.0 
 2.1 
 2.2 
 2.3 
 2.4 
 
 2.5 
 2.6 
 2.7 
 2.8 
 2.9 
 3.0 
Fractiles 
 1.2816 
 1.6449 
 1.9600 
 2.0537 
 2.3263 
 2.5758 

 0.3989 
 0.3970 
 0.3910 
 0.3814 
 0.3683 
 
 0.3521 
 0.3332 
 0.3123 
 0.2897 
 0.2661 
 
 0.2420 
 0.2179 
 0.1942 
 0.1714 
 0.1497 
 
 0.1295 
 0.1109 
 0.0940 
 0.0790 
 0.0656 
 
 0.0540 
 0.0440 
 0.0355 
 0.0283 
 0.0224 
 
 0.0175 
 0.0136 
 0.0104 
 0.0079 
 0.0060 
 0.0044 
 
 0.1755 
 0.1031 
 0.0584 
 0.0484 
 0.0267 
 0.0145 

 0.5000 
 0.5398 
 0.5793 
 0.6179 
 0.6554 
 
 0.6915 
 0.7257 
 0.7580 
 0.7881 
 0.8159 
 
 0.8413 
 0.8643 
 0.8849 
 0.9032 
 0.9192 
 
 0.9332 
 0.9452 
 0.9554 
 0.9641 
 0.9713 
 
 0.9772 
 0.9821 
 0.9861 
 0.9893 
 0.9918 
 
 0.9938 
 0.9953 
 0.9965 
 0.9974 
 0.9981 
 0.9987 
 
 0.9000 
 0.9500 
 0.9750 
 0.9800 
 0.9900 
 0.9950 

 0.5000 
 0.4602 
 0.4207 
 0.3821 
 0.3446 
 
 0.3085 
 0.2743 
 0.2420 
 0.2119 
 0.1841 
 
 0.1587 
 0.1357 
 0.1151 
 0.0968 
 0.0808 
 
 0.0668 
 0.0548 
 0.0446 
 0.0359 
 0.0287 
 
 0.0228 
 0.0179 
 0.0139 
 0.0107 
 0.0082 
 
 0.0062 
 0.0047 
 0.0035 
 0.0026 
 0.0019 
 0.0013 
 
 0.1000 
 0.0500 
 0.0250 
 0.0200 
 0.0100 
 0.0050 

 1.0000 
 0.9203 
 0.8415 
 0.7642 
 0.6892 
 
 0.6171 
 0.5485 
 0.4839 
 0.4237 
 0.3681 
 
 0.3173 
 0.2713 
 0.2301 
 0.1936 
 0.1615 
 
 0.1336 
 0.1096 
 0.0891 
 0.0719 
 0.0574 
 
 0.0455 
 0.0357 
 0.0278 
 0.0214 
 0.0164 
 
 0.0124 
 0.0093 
 0.0069 
 0.0051 
 0.0037 
 0.0027 
 
 0.2000 
 0.1000 
 0.0500 
 0.0400 
 0.0200 
 0.0100 

 0.0000 
 0.0797 
 0.1585 
 0.2358 
 0.3108 
 
 0.3829 
 0.4515 
 0.5161 
 0.5763 
 0.6319 
 
 0.6827 
 0.7287 
 0.7699 
 0.8064 
 0.8385 
 
 0.8664 
 0.8904 
 0.9109 
 0.9281 
 0.9426 
 
 0.9545 
 0.9643 
 0.9722 
 0.9786 
 0.9836 
 
 0.9876 
 0.9907 
 0.9931 
 0.9949 
 0.9963 
 0.9973 
 
 0.8000 
 0.9000 
 0.9500 
 0.9600 
 0.9800 
 0.9900 
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STUDENT'S t-DISTRIBUTION  
 
 
 
 
 
 
 
 
 VALUES OF tα,n 

n α = 0.10 α = 0.05 α = 0.025 α = 0.01 α = 0.005 n 

 1 
 2 
 3 
 4 
 5 
 
 6 
 7 
 8 
 9 
 10 
 
 11 
 12 
 13 
 14 
 15 
 
 16 
 17 
 18 
 19 
 20 
 
 21 
 22 
 23 
 24 
 25 
 
 26 
 27 
 28 
 29 
 ∞ 

 3.078 
 1.886 
 1.638 
 1.533 
 1.476 
 
 1.440 
 1.415 
 1.397 
 1.383 
 1.372 
 
 1.363 
 1.356 
 1.350 
 1.345 
 1.341 
 
 1.337 
 1.333 
 1.330 
 1.328 
 1.325 
 
 1.323 
 1.321 
 1.319 
 1.318 
 1.316 
 
 1.315 
 1.314 
 1.313 
 1.311 
 1.282 

 6.314 
 2.920 
 2.353 
 2.132 
 2.015 
 
 1.943 
 1.895 
 1.860 
 1.833 
 1.812 
 
 1.796 
 1.782 
 1.771 
 1.761 
 1.753 
 
 1.746 
 1.740 
 1.734 
 1.729 
 1.725 
 
 1.721 
 1.717 
 1.714 
 1.711 
 1.708 
 
 1.706 
 1.703 
 1.701 
 1.699 
 1.645 

 12.706 
 4.303 
 3.182 
 2.776 
 2.571 
 
 2.447 
 2.365 
 2.306 
 2.262 
 2.228 
 
 2.201 
 2.179 
 2.160 
 2.145 
 2.131 
 
 2.120 
 2.110 
 2.101 
 2.093 
 2.086 
 
 2.080 
 2.074 
 2.069 
 2.064 
 2.060 
 
 2.056 
 2.052 
 2.048 
 2.045 
 1.960 

 31.821 
 6.965 
 4.541 
 3.747 
 3.365 
 
 3.143 
 2.998 
 2.896 
 2.821 
 2.764 
 
 2.718 
 2.681 
 2.650 
 2.624 
 2.602 
 
 2.583 
 2.567 
 2.552 
 2.539 
 2.528 
 
 2.518 
 2.508 
 2.500 
 2.492 
 2.485 
 
 2.479 
 2.473 
 2.467 
 2.462 
 2.326 

 63.657 
 9.925 
 5.841 
 4.604 
 4.032 
 
 3.707 
 3.499 
 3.355 
 3.250 
 3.169 
 
 3.106 
 3.055 
 3.012 
 2.977 
 2.947 
 
 2.921 
 2.898 
 2.878 
 2.861 
 2.845 
 
 2.831 
 2.819 
 2.807 
 2.797 
 2.787 
 
 2.779 
 2.771 
 2.763 
 2.756 
 2.576 

 1 
 2 
 3 
 4 
 5 
 
 6 
 7 
 8 
 9 
 10 
 
 11 
 12 
 13 
 14 
 15 
 
 16 
 17 
 18 
 19 
 20 
 
 21 
 22 
 23 
 24 
 25 
 
 26 
 27 
 28 
 29 
 ∞ 

 

α 
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CRITICAL VALUES OF THE F DISTRIBUTION  

For a particular combination of 
numerator and denominator degrees 
of freedom, entry represents the 
critical values of F corresponding 
to a specified upper tail area (α). 
 
 
 
 

Numerator df1 Denominator 
df2 1 2 3 4 5 6 7 8 9 10 12 15 20 24 30 40 60 120 ∞ 

 
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
 10 
 11 
 12 
 13 
 14 
 15 
 16 
 17 
 18 
 19 
 20 
 21 
 22 
 23 
 24 
 25 
 26 
 27 
 28 
 29 
 30 
 40 
 60 
 120 
 ∞ 

 
 161.4 
 18.51 
 10.13 
 7.71 
 6.61 

5.99 
5.59 
5.32 
5.12 
4.96 
4.84 
4.75 
4.67 
4.60 
4.54 
4.49 
4.45 
4.41 
4.38 
4.35 
4.32 
4.30 
4.28 
4.26 
4.24 
4.23 
4.21 
4.20 
4.18 

 4.17 
 4.08 
 4.00 
 3.92 
 3.84 

 
 199.5 
 19.00 

9.55 
6.94 
5.79 
5.14 
4.74 
4.46 
4.26 
4.10 
3.98 
3.89 
3.81 
3.74 
3.68 
3.63 
3.59 
3.55 
3.52 
3.49 
3.47 
3.44 
3.42 
3.40 
3.39 
3.37 
3.35 
3.34 
3.33 

 3.32 
 3.23 
 3.15 
 3.07 
 3.00 

 
215.7 
19.16 

9.28 
6.59 
5.41 
4.76 
4.35 
4.07 
3.86 
3.71 
3.59 
3.49 
3.41 
3.34 
3.29 
3.24 
3.20 
3.16 
3.13 
3.10 
3.07 
3.05 
3.03 
3.01 
2.99 
2.98 
2.96 
2.95 
2.93 
2.92 
2.84 
2.76 
2.68 
2.60 

 
 224.6 
 19.25 
 9.12 
 6.39 
 5.19 
 4.53 
 4.12 
 3.84 
 3.63 
 3.48 
 3.36 
 3.26 
 3.18 
 3.11 
 3.06 
 3.01 
 2.96 
 2.93 
 2.90 
 2.87 
 2.84 
 2.82 
 2.80 
 2.78 
 2.76 
 2.74 
 2.73 
 2.71 
 2.70 
 2.69 
 2.61 
 2.53 
 2.45 
 2.37 

 
 230.2 
 19.30 
 9.01 
 6.26 
 5.05 
 4.39 
 3.97 
 3.69 
 3.48 
 3.33 
 3.20 
 3.11 
 3.03 
 2.96 
 2.90 
 2.85 
 2.81 
 2.77 
 2.74 
 2.71 
 2.68 
 2.66 
 2.64 
 2.62 
 2.60 
 2.59 
 2.57 
 2.56 
 2.55 
 2.53 
 2.45 
 2.37 
 2.29 
 2.21 

 
 234.0 
 19.33 
 8.94 
 6.16 
 4.95 
 4.28 
 3.87 
 3.58 
 3.37 
 3.22 
 3.09 
 3.00 
 2.92 
 2.85 
 2.79 
 2.74 
 2.70 
 2.66 
 2.63 
 2.60 
 2.57 
 2.55 
 2.53 
 2.51 
 2.49 
 2.47 
 2.46 
 2.45 
 2.43 
 2.42 
 2.34 
 2.25 
 2.17 
 2.10 

 
 236.8 
 19.35 
 8.89 
 6.09 
 4.88 
 4.21 
 3.79 
 3.50 
 3.29 
 3.14 
 3.01 
 2.91 
 2.83 
 2.76 
 2.71 
 2.66 
 2.61 
 2.58 
 2.54 
 2.51 
 2.49 
 2.46 
 2.44 
 2.42 
 2.40 
 2.39 
 2.37 
 2.36 
 2.35 
 2.33 
 2.25 
 2.17 
 2.09 
 2.01 

 
 238.9 
 19.37 

8.85 
6.04 
4.82 
4.15 
3.73 
3.44 
3.23 
3.07 
2.95 
2.85 
2.77 
2.70 
2.64 
2.59 
2.55 
2.51 
2.48 
2.45 
2.42 
2.40 
2.37 
2.36 
2.34 
2.32 
2.31 
2.29 
2.28 

 2.27 
 2.18 
 2.10 
 2.02 
 1.94 

 
 240.5 
 19.38 
 8.81 
 6.00 
 4.77 
 4.10 
 3.68 
 3.39 
 3.18 
 3.02 
 2.90 
 2.80 
 2.71 
 2.65 
 2.59 
 2.54 
 2.49 
 2.46 
 2.42 
 2.39 
 2.37 
 2.34 
 2.32 
 2.30 
 2.28 
 2.27 
 2.25 
 2.24 
 2.22 
 2.21 
 2.12 
 2.04 
 1.96 
 1.88 

 
 241.9 
 19.40 
 8.79 
 5.96 
 4.74 
 4.06 
 3.64 
 3.35 
 3.14 
 2.98 
 2.85 
 2.75 
 2.67 
 2.60 
 2.54 
 2.49 
 2.45 
 2.41 
 2.38 
 2.35 
 2.32 
 2.30 
 2.27 
 2.25 
 2.24 
 2.22 
 2.20 
 2.19 
 2.18 
 2.16 
 2.08 
 1.99 
 1.91 
 1.83 

 
 243.9 
 19.41 
 8.74 
 5.91 
 4.68 
 4.00 
 3.57 
 3.28 
 3.07 
 2.91 
 2.79 
 2.69 
 2.60 
 2.53 
 2.48 
 2.42 
 2.38 
 2.34 
 2.31 
 2.28 
 2.25 
 2.23 
 2.20 
 2.18 
 2.16 
 2.15 
 2.13 
 2.12 
 2.10 
 2.09 
 2.00 
 1.92 
 1.83 
 1.75 

 
 245.9 
 19.43 
 8.70 
 5.86 
 4.62 
 3.94 
 3.51 
 3.22 
 3.01 
 2.85 
 2.72 
 2.62 
 2.53 
 2.46 
 2.40 
 2.35 
 2.31 
 2.27 
 2.23 
 2.20 
 2.18 
 2.15 
 2.13 
 2.11 
 2.09 
 2.07 
 2.06 
 2.04 
 2.03 
 2.01 
 1.92 
 1.84 
 1.75 
 1.67 

 
 248.0 
 19.45 
 8.66 
 5.80 
 4.56 
 3.87 
 3.44 
 3.15 
 2.94 
 2.77 
 2.65 
 2.54 
 2.46 
 2.39 
 2.33 
 2.28 
 2.23 
 2.19 
 2.16 
 2.12 
 2.10 
 2.07 
 2.05 
 2.03 
 2.01 
 1.99 
 1.97 
 1.96 
 1.94 
 1.93 
 1.84 
 1.75 
 1.66 
 1.57 

 
 249.1 
 19.45 
 8.64 
 5.77 
 4.53 
 3.84 
 3.41 
 3.12 
 2.90 
 2.74 
 2.61 
 2.51 
 2.42 
 2.35 
 2.29 
 2.24 
 2.19 
 2.15 
 2.11 
 2.08 
 2.05 
 2.03 
 2.01 
 1.98 
 1.96 
 1.95 
 1.93 
 1.91 
 1.90 
 1.89 
 1.79 
 1.70 
 1.61 
 1.52 

 
 250.1 
 19.46 
 8.62 
 5.75 
 4.50 
 3.81 
 3.38 
 3.08 
 2.86 
 2.70 
 2.57 
 2.47 
 2.38 
 2.31 
 2.25 
 2.19 
 2.15 
 2.11 
 2.07 
 2.04 
 2.01 
 1.98 
 1.96 
 1.94 
 1.92 
 1.90 
 1.88 
 1.87 
 1.85 
 1.84 
 1.74 
 1.65 
 1.55 
 1.46 

 
 251.1 
 19.47 
 8.59 
 5.72 
 4.46 
 3.77 
 3.34 
 3.04 
 2.83 
 2.66 
 2.53 
 2.43 
 2.34 
 2.27 
 2.20 
 2.15 
 2.10 
 2.06 
 2.03 
 1.99 
 1.96 
 1.94 
 1.91 
 1.89 
 1.87 
 1.85 
 1.84 
 1.82 
 1.81 
 1.79 
 1.69 
 1.59 
 1.50 
 1.39 

 
 252.2 
 19.48 
 8.57 
 5.69 
 4.43 
 3.74 
 3.30 
 3.01 
 2.79 
 2.62 
 2.49 
 2.38 
 2.30 
 2.22 
 2.16 
 2.11 
 2.06 
 2.02 
 1.98 
 1.95 
 1.92 
 1.89 
 1.86 
 1.84 
 1.82 
 1.80 
 1.79 
 1.77 
 1.75 
 1.74 
 1.64 
 1.53 
 1.43 
 1.32 

 
 253.3 
 19.49 
 8.55 
 5.66 
 4.40 
 3.70 
 3.27 
 2.97 
 2.75 
 2.58 
 2.45 
 2.34 
 2.25 
 2.18 
 2.11 
 2.06 
 2.01 
 1.97 
 1.93 
 1.90 
 1.87 
 1.84 
 1.81 
 1.79 
 1.77 
 1.75 
 1.73 
 1.71 
 1.70 
 1.68 
 1.58 
 1.47 
 1.35 
 1.22 

 
 254.3 
 19.50 

8.53 
5.63 
4.36 
3.67 
3.23 
2.93 
2.71 
2.54 
2.40 
2.30 
2.21 
2.13 
2.07 
2.01 
1.96 
1.92 
1.88 
1.84 
1.81 
1.78 
1.76 
1.73 
1.71 
1.69 
1.67 
1.65 
1.64 

 1.62 
 1.51 
 1.39 
 1.25 
 1.00 
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CRITICAL VALUES OF X2 DISTRIBUTION 

f( X
2 )

0
X

2

X
2

α

α,n  
Degrees of Freedom X2

.995 X2
.990 X2

.975 X2
.950 X2

.900 X2
.100 X2

.050 X2
.025 X2

.010 X2
.005 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
 10 
 11 
 12 
 13 
 14 
 15 
 16 
 17 
 18 
 19 
 20 
 21 
 22 
 23 
 24 
 25 
 26 
 27 
 28 
 29 
 30 
 40 
 50 
 60 
 70 
 80 
 90 
 100 

 0.0000393 
 0.0100251 
 0.0717212 
 0.206990
 0.411740 
 0.675727 
 0.989265 
 1.344419 
 1.734926 
 2.15585 
 2.60321 
 3.07382 
 3.56503 
 4.07468 
 4.60094 
 5.14224 
 5.69724 
 6.26481 
 6.84398 
 7.43386 
 8.03366 
 8.64272 
 9.26042 
 9.88623 
 10.5197 
 11.1603 
 11.8076 
 12.4613 
 13.1211 
 13.7867 
 20.7065 
 27.9907 
 35.5346 
 43.2752 
 51.1720 
 59.1963 
 67.3276 

 0.0001571 
 0.0201007 
 0.114832 
 0.297110 
 0.554300 
 0.872085 
 1.239043 
 1.646482 
 2.087912 
 2.55821 
 3.05347 
 3.57056 
 4.10691 
 4.66043 
 5.22935 
 5.81221 
 6.40776 
 7.01491 
 7.63273 
 8.26040 
 8.89720 
 9.54249 
 10.19567 
 10.8564 
 11.5240 
 12.1981 
 12.8786 
 13.5648 
 14.2565 
 14.9535 
 22.1643 
 29.7067 
 37.4848 
 45.4418 
 53.5400 
 61.7541 
 70.0648 

0.0009821 
0.0506356 
0.215795 
0.484419 
0.831211 
1.237347 
1.68987 
2.17973 
2.70039 
3.24697 
3.81575 
4.40379 
5.00874 
5.62872 
6.26214 
6.90766 
7.56418 
8.23075 
8.90655 
9.59083 

10.28293 
10.9823 
11.6885 
12.4011 
13.1197 
13.8439 
14.5733 
15.3079 
16.0471 
16.7908 
24.4331 
32.3574 
40.4817 
48.7576 
57.1532 
65.6466 
74.2219 

 0.0039321 
 0.102587 
 0.351846 
 0.710721 
 1.145476 
 1.63539 
 2.16735 
 2.73264 
 3.32511 
 3.94030 
 4.57481 
 5.22603 
 5.89186 
 6.57063 
 7.26094 
 7.96164 
 8.67176 
 9.39046 
 10.1170 
 10.8508 
 11.5913 
 12.3380 
 13.0905 
 13.8484 
 14.6114 
 15.3791 
 16.1513 
 16.9279 
 17.7083 
 18.4926 
 26.5093 
 34.7642 
 43.1879 
 51.7393 
 60.3915 
 69.1260 
 77.9295 

 0.0157908 
 0.210720 
 0.584375 
 1.063623 
 1.61031 
 2.20413 
 2.83311 
 3.48954 
 4.16816 
 4.86518 
 5.57779 
 6.30380 
 7.04150 
 7.78953 
 8.54675 
 9.31223 
 10.0852 
 10.8649 
 11.6509 
 12.4426 
 13.2396 
 14.0415 
 14.8479 
 15.6587 
 16.4734 
 17.2919 
 18.1138 
 18.9392 
 19.7677 
 20.5992 
 29.0505 
 37.6886 
 46.4589 
 55.3290 
 64.2778 
 73.2912 
 82.3581 

 2.70554 
 4.60517 
 6.25139 
 7.77944 
 9.23635 
 10.6446 
 12.0170 
 13.3616 
 14.6837 
 15.9871 
 17.2750 
 18.5494 
 19.8119 
 21.0642 
 22.3072 
 23.5418 
 24.7690 
 25.9894 
 27.2036 
 28.4120 
 29.6151 
 30.8133 
 32.0069 
 33.1963 
 34.3816 
 35.5631 
 36.7412 
 37.9159 
 39.0875 
 40.2560 
 51.8050 
 63.1671 
 74.3970 
 85.5271 
 96.5782 
 107.565 
 118.498 

 3.84146 
 5.99147 
 7.81473 
 9.48773 
 11.0705 
 12.5916 
 14.0671 
 15.5073 
 16.9190 
 18.3070 
 19.6751 
 21.0261 
 22.3621 
 23.6848 
 24.9958 
 26.2962 
 27.5871 
 28.8693 
 30.1435 
 31.4104 
 32.6705 
 33.9244 
 35.1725 
 36.4151 
 37.6525 
 38.8852 
 40.1133 
 41.3372 
 42.5569 
 43.7729 
 55.7585 
 67.5048 
 79.0819 
 90.5312 
 101.879 
 113.145 
 124.342 

 5.02389 
 7.37776 
 9.34840 
 11.1433 
 12.8325 
 14.4494 
 16.0128 
 17.5346 
 19.0228 
 20.4831 
 21.9200 
 23.3367 
 24.7356 
 26.1190 
 27.4884 
 28.8454 
 30.1910 
 31.5264 
 32.8523 
 34.1696 
 35.4789 
 36.7807 
 38.0757 
 39.3641 
 40.6465 
 41.9232 
 43.1944 
 44.4607 
 45.7222 
 46.9792 
 59.3417 
 71.4202 
 83.2976 
 95.0231 
 106.629 
 118.136 
 129.561 

 6.63490 
 9.21034 
 11.3449 
 13.2767 
 15.0863 
 16.8119 
 18.4753 
 20.0902 
 21.6660 
 23.2093 
 24.7250 
 26.2170 
 27.6883 
 29.1413 
 30.5779 
 31.9999 
 33.4087 
 34.8053 
 36.1908 
 37.5662 
 38.9321 
 40.2894 
 41.6384 
 42.9798 
 44.3141 
 45.6417 
 46.9630 
 48.2782 
 49.5879 
 50.8922 
 63.6907 
 76.1539 
 88.3794 
 100.425 
 112.329 
 124.116 
 135.807 

 7.87944 
 10.5966 
 12.8381 
 14.8602 
 16.7496 
 18.5476 
 20.2777 
 21.9550 
 23.5893 
 25.1882 
 26.7569 
 28.2995 
 29.8194 
 31.3193 
 32.8013 
 34.2672 
 35.7185 
 37.1564 
 38.5822 
 39.9968 
 41.4010 
 42.7956 
 44.1813 
 45.5585 
 46.9278 
 48.2899 
 49.6449 
 50.9933 
 52.3356 
 53.6720 
 66.7659 
 79.4900 
 91.9517 
 104.215 
 116.321 
 128.299 
140.169 

Source: From Thompson, C. M. “Tables of the Percentage Points of the X2-Distribution,” Biometrika, ©1941, 32, 188-189. Reproduced by permission of the Biometrika Trustees. 

E
N

G
IN

E
E

R
IN

G
 PR

O
B

A
B

IL
IT

Y
 A

N
D

 ST
A

T
IST

IC
S (continued) 






















	Cover, Preface, and Table of Contents
	Units of Measurement
	Conversion Factors
	Mathematics
	Engineering Probability and Statistics



