MA-381

Nonlinear Optimization 

Notes on the Kuhn-Tucker Conditions (KKT)
GIVEN:  Max or Min   f (x1, x2, ...., xn)

subject to:  

gi(x) (≤, =, or ≥) bi   (i=1,2,...,m)

where the set of constraints may be comprised of a mixture of equality, less-than-or-equal-to inequality, and/or greater-than-or-equal-to inequality constraints.

Procedure:

1) Convert all greater-than-or-equal-to inequality constraints to less-than-or-equal-to inequality constraints by multiplying the entire constraint (both sides) by -1. You should now have only less-than-or-equal-to inequality constraints and equality constraints in your constraint set.

2) Convert all less-than-or-equal-to inequality constraints to equality constraints by adding a slack variable 

. Because the inequality constraints are now all less-than-or-equal-to inequality constraints, we know that the slack variable must be non-negative, so we choose 
[image: image1.wmf]2

i

m

 to reinforce this concept, since any number squared must be non-negative.

3) Set up the LaGrangian function , 
[image: image2.wmf])

,

,

(

m

l

x

L

 such that


[image: image3.wmf])

,

,

(

m

l

x

L

= 
[image: image4.wmf]å

=

-

-

+

m

i

i

i

i

i

x

g

b

x

f

1

2

)

)

(

(

)

(

m

l


where the 
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 is the slack variable of the ith constraint. Note that the original equality constraints have no slack variables.

Necessary Conditions:

(1)L / xj 


(2) L / 

i 


(3)L / i 
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Sufficient Conditions:

I. Examine functions and shadow prices:

Minimum:  Suppose we are solving the nonlinear program 

Minimize   f (x1, x2, ...., xn)

subject to:  gi(x) (<  or =) bi   (i=1,2,...,m),

and that vectors x, , and  satisfy the KKT necessary conditions (1), (2), and (3).  Then if f(x) is convex, each gi(x) is convex, and 

i < 0 for all constraints gi(x) that were originally inequality constraints, we can say* that x solves the original nonlinear program.
Maximum:  Suppose we are solving the nonlinear program 

Maximize   f (x1, x2, ...., xn)

subject to:  gi(x) (<  or =) bi   (i=1,2,...,m),

and that vectors x, , and  satisfy the KKT necessary conditions (1), (2), and (3).  Then if f(x) is concave, each gi(x) is convex, and 

i ≥ 0 for all constraints gi(x) that were originally inequality constraints, we can say* that x solves the original nonlinear program.

NOTE: There is no sign restriction imposed on 

i for all constraints gi(x) that were originally equality constraints.

II. Jacobian Matrix  (Note: the Jacobian is defined as the matrix formed by the m constraint gradients, i.e.,  
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If the Jacobian Matrix  has a rank equal to m (where m is the number of constraints) then any solution to the necessary conditions guarantees an optimal solution. To determine if the solution is a max or a min then substitute some points in the neighborhood of x* and evaluate the objective function. This can also be interpreted as finding the gradient of f inside of a cone spanned by the gradients of the constraints, gi.  

THE SOLUTION PROCEDURE:

There are generally  2m possible cases to be reviewed, where m is the number of constraints in the problem.

The solution involves the product of 2 i

i = 0, so either 

(1)  i = 0 and 

i can be anything, or
(2) 

i = 0 and i can be anything (but note i2 > 0)
Remember that 

i = f / bi is the shadow price.

Let's illustrate with an example.

EXAMPLE 1
Minimize  f(x,y) = 2x2 - 8x - 6y + y2
Subject to:  x + y < 4

            
           y < 2

STEP 1: Convert inequalities to equalities and set up the Langrangian:

L(x, 

, ) = 2x2 - 8x - 6y + y2 +  

1(4-x - y - 12) + 

2 (2-y - 22)

STEP 2: Find the Necessary Conditions:

L / x1 = 4x - 8 - 

1 = 0          [1] 

L / x2 = -6 + 2y - 

1 - 

2 = 0    [2]

L / 

1 = -x - y - 12 + 4 =0       [3]

L / 

2 = -y - 22 +2 = 0           [4]

L / u1 = 2

11 = 0                [5]

L / u2 = 2

22 = 0                [6]

It is normally a good idea to start with the equations that only involve  and .  For this example, that means we focus on [5] and [6].  From there, we will explore the algebraic consequences to see if they lead us to a solution.  There are 
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 cases to consider.

I. Case I: 1 = 2 = 0

From eq [1] & [2]  x = 2 and y = 3

From eq [3] & [4]  12 =  22 = -1  but this violates i2 > 0.

This case does not work .

Case II:  1 = 2  = 0

x = 2 from eq [1]

y = 2 from eq [4]

1 = 0

2 = -2

Our objective function value at this point is f(2,2) = -16.

All necessary conditions satisfied. The objective function is convex (from examining the Hessian) and the constraints are convex (linear functions are both convex and concave), then since i is less than or equal to zero for all i, we know that the necessary conditions are also sufficient .  This means that x = (2,2) solves the nonlinear program.  In fact, it also means that we could stop considering further cases; the fact that this particular collection of x, , and  is necessary and sufficient for optimality means we have found an optimal solution and have solved our original problem.  Despite this, we’ll finish exploring the other cases just for the practice…
Case III: 2 = 1  = 0

x = 5/3

y = 7/3

22 = -1/3   This violates i2 > 0.

This case does not work.

Case IV: 1 = 2 = 0

x = 2

y = 2

1 = 0 

2 = -2

All conditions are met.  This is the same solution that we found in Case II.

***********************************************************

What does the solution mean?

It means that a minimum occurs at the point (2,2) with a value of -16 for the objective function. Both slack variables are zero which tell us that both constraints are satisfied at equality. The shadow prices tell us the following:

(a) if we increase the RHS of Constraint one by one unit the objective function will not change and

(b) if we increase the RHS of Constraint two by one unit the objective function will decrease by 2 units. This is because i =  f / bi — that is 
[image: image9.wmf]i

l

 is the rate of change of f with respect to the right hand side of constraint i. 
* almost; there a few other conditions that we will not worry about in this course.  See Nonlinear Programming: Theory and Algorithms by Bazaraa, Sherali, and Shetty (2nd Edition) for the details.
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