Search Techniques

I. Introduction


Line search procedures involve solving nonlinear optimization problems in a single dimension.  Consider a function, f(x) where we desire to maximize f(x) over some interval [a,b].  In most cases, we hope to reach an optimal solution to one dimensional optimization problems through the calculus procedures we have previously learned.  We know that setting the first derivative equal to zero and solving yields the stationary (critical) points of the given function. The second derivative test may then be employed to characterize the nature of these critical points. 

We also know we may have to check the end points. Problems can arise when either the first derivative fails to exist at some point x, or we are unable to solve the equation that results from setting the first derivative equal to zero. In these cases, we can use a line search procedure to find an approximately optimal solution. These numerical approximation methods typically require certain assumptions hold for the function under study.  Common line search procedures used are:  Uniform, Fibonacci, Golden Section, Dichotomous, and Bisection.  We will discuss and use a few of these techniques in upcoming lessons.


There are several common features shared by these algorithms. Most search techniques require that the function (to be maximized or minimized) be unimodal over a specific interval.

Definition: Unimodal Function - A unimodal (literally: "one mode") function is a function that has a single minimum or maximum over the interval of interest. 


The unimodal assumption is made in all the elimination-type search techniques. If a function is known to be multimodal then the function must be subdivided into parts and these parts treated separately as unimodal functions.

 Mathematical definitions of unimodal are :

Given a particular interval [a, b] with x* being the optimum (minimum) of a function f(x) over this interval, let  x1 and x2 ( [a, b] such that x1 < x2.  Then f(x)  is  unimodal if:


(1) x2  <  x* implies that f(x2) < f(x1), and


(2) x1 > x* implies that f(x1)  < f(x2).

and

Given a particular interval [a, b] with x* being the optimum (maximum) of a function f(x) over this interval, and let  x1 and  x2 ( [a, b] such that x1 < x2.  Then f(x)  is unimodal if: 


(1) x2 < x* implies that f(x2) > f(x1), and


(2) x1 > x* implies that f(x1)  > f(x2).

Examples of unimodal functions include continuous, nondifferentiable, and discontinuous functions, see Figures 1a-1c.  
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The unimodal assumption is important because it provides the logic of eliminating portions of [a,b] that do not contain the optimal solution to the nonlinear program:

Max  f(x)

subject to:  x ([a,b]. 

We start by picking any x1, x2 ([a,b] where x1< x2.  There can be three cases:

Case 1:  f(x1) > f(x2). Since f(x) is unimodal, the solution cannot occur in the interval [x2,b]. The solution must lie in the interval [a,x2).

Case 2. f(x1) < f(x2). Since f(x) is unimodal, the solution cannot occur in the interval [a,x1). The solution must lie in the interval [x1,b].

Case 3. f(x1) = f(x2). The solution must lie somewhere in the interval (x1,x2).  Why?  Because the unimodality assumption above requires that the inequality be strict.
These cases are illustrated in figures 2a-2c. 
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Let’s assume we need to consider using a one-dimensional search technique to find a maximum point. What information do you need to have available in order to do this?

No matter what the nonlinear function you are working with, four pieces of information are needed at the onset:

(1) Some information about the function's mathematical properties (convex, continuous, unimodal, etc.)  In order for one-dimensional searches to yield the answer you are looking for, you must assume that the function is unimodal in the search direction.

(2) A starting point in the domain of the function to begin the search.

(3) A stepwise procedure to use as your search algorithm.

(4) A stopping condition that the search algorithm can recognize.  Typically, this is done by setting a solution tolerance or signal of accuracy for any solution that you will accept.

How does a one-dimensional search algorithm work?  Basically, it allows areas within the search interval to be discarded as not containing any point that the optimization would be interested in.

EXAMPLE: Given a unimodal function:

f(x) = -3x2 + 21.6x + 1.0
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Let’s arbitrarily choose two points between [0,25] and evaluate f(x) at these points.  Call these point x1 and x2 so the functional evaluations at these points are given by f(x1) and f(x2).  Suppose that f(x1) > f(x2).

How can we use this information, coupled with the assumption that f(x) is unimodal?  Well, we now know that we can discard the region from (x2, 25], and we should keep the interval from [0,x2].  Why?

We then select another point in the interval [0, x2] to do another function evaluation.  We only need to pick one since x1 and its function evaluation are still within our interval (we can use it again).

The process continues, and terminates when the final interval, call it [a,b] has a small size, i.e., 

(b-a)  < tolerance.
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