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1 1.896 27 0.23 3 2 1 415000 -1.46967597 0.43608 $523,639 $415,000 $108,639 26% 20.75% $11,802,434,234.62 108639.0088

2 1.37 34 0.3 3 2 1 420000 -1.203972804 0.411 $456,055 $420,000 $36,055 9% 7.91% $1,299,939,469.41 36054.67334

3 1.286 19 0.18 3 2 1 450000 -1.714798428 0.23148 $404,391 $450,000 ($45,609) 10% 11.28% $2,080,167,298.66 45608.8511

4 1.16 46 0.2 3 2 1 498000 -1.609437912 0.232 $353,554 $498,000 ($144,446) 29% 40.86% $20,864,654,098.87 144446.0249

5 2.392 2 0.28 4 2.5 1 529000 -1.272965676 0.66976 $653,010 $529,000 $124,010 23% 18.99% $15,378,418,101.76 124009.75

6 2.667 6 0.18 3 2.5 2 549000 -1.714798428 0.48006 $657,659 $549,000 $108,659 20% 16.52% $11,806,737,442.64 108658.8121

7 1.868 18 0.23 3 3 1 575000 -1.46967597 0.42964 $533,086 $575,000 ($41,914) 7% 7.86% $1,756,802,712.77 41914.23043

8 2.51 19 0.5 3 2 2 599900 -0.693147181 1.255 $722,847 $599,900 $122,947 20% 17.01% $15,115,876,251.18 122946.6399

9 2.446 4 0.19 4 2.5 2 629000 -1.660731207 0.46474 $614,524 $629,000 ($14,476) 2% 2.36% $209,548,983.36 14475.80683

10 1.836 29 0.27 3 2 1 639000 -1.30933332 0.49572 $529,149 $639,000 ($109,851) 17% 20.76% $12,067,196,252.54 109850.7909

11 2.341 30 0.46 4 2.5 2 660000 -0.776528789 1.07686 $654,337 $660,000 ($5,663) 1% 0.87% $32,069,689.80 5663.010666

12 3.136 22 1.38 4 3 2 695000 0.322083499 4.32768 $873,944 $695,000 $178,944 26% 20.48% $32,021,109,708.38 178944.4319

13 2.547 20 0.51 3 2.5 1 725000 -0.673344553 1.29897 $729,226 $725,000 $4,226 1% 0.58% $17,860,622.73 4226.182998

14 3.36 1 0.6 5 3.5 1 795000 -0.510825624 2.016 $889,271 $795,000 $94,271 12% 10.60% $8,887,057,920.79 94271.19348

15 3.362 1 0.5 4 4.5 1 860000 -0.693147181 1.681 $873,674 $862,000 $11,674 1% 1.34% $136,272,326.51 11673.57385

AVG % Error 13.65% 13.21%
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ABSTRACT

Because much private, corporate, and public wealth lies in real estate, the assessment of the property’s value is absolutely vital to the economic prosperity and well-being of society.  A professional appraiser conducts an appraisal because he or she is qualified through extensive training and knowledge in the subject.

This presentation will examine new methods, using statistical models, to appraise real estate.  Appraising real estate involves examining many factors, which in turn affect the response or value of the real estate.  In statistics, regression analysis is used to model relationships between predictors, determine the magnitude of those relationships and interactions, and to make predictions based on the model.  Because real estate involves a number of measurable predictors that influence value, a model can be constructed to predict the listed price of a house.  From here, the models will be tested for accuracy and compared to existing appraisal techniques.
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EXECUTIVE SUMMARY


Because much private, corporate, and public wealth lies in real estate, the assessment of a property’s value is absolutely vital to the economic prosperity and well-being of society.  An appraisal is the act or process of “determining value, estimating cost, or determining the present worth” of expected earnings.  Today, the most common method to appraise property is the “Comparable Sales” approach.  The Comparable Sales approach involves viewing three similar properties as a basis for appraising the property under review.  However, this approach can sometimes be biased and unfair.  


In mathematics, statisticians use regression analysis to model relationships between factors or variables, determine the magnitude of those relationships and interactions, and to make predictions based on the model.  Because real estate involves a number of measurable factors that influence a real estate value, a model can be fit to the data.  This research analyzed the following neighborhoods: 1) Vista, California, 2) The Woodlands, Texas, and 3) Carmel, Indiana.  To do this, approximately 100 data points from each neighborhood were found and analyzed using MINITAB, a statistical software package.  The most quantifiable and objective predictors for the models were: 1) Square Feet, 2) Age, 3) Lot Size (in acres), 4) Bedrooms, 5) Bathrooms, and 6) Number of Stories.  Another very important predictor in the price of a house is location.  By selecting a certain town, confined region, or neighborhood, the effects of location are minimized.


Using MINITAB, models for the three neighborhoods were constructed to predict the price of a house.  Once the models are built, the model diagnostics were checked to ensure an accurate model had been built.  The final equations for the three neighborhoods of Vista, The Woodlands, and Carmel are:
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The Woodlands: 
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Models that prove their worth and accuracy in prediction do not necessarily eliminate the current “Comparable Sales” method, but rather serve as an excellent secondary or backup means of verifying the work done by the appraiser.  From the final models and model diagnostics, the accuracy of the models, and their associated R-squared Adjusted (R-sq ADJ) values, in descending order are: 1) Vista, California (75.72%), 2) Carmel, Indiana (70.66%), and 3) The Woodlands, Texas (17.61%).  From the three models, the only consistent predictor was square feet.  The Vista and Carmel models were very accurate, having high R-sq ADJ values, while The Woodlands model, was not very accurate with a very low R-sq ADJ value.  Thus, future research should look into this.  The Woodlands model was most likely not very accurate because there is an additional predictor that needs to be found.  Perhaps, there are other subjective factors not accounted for, such as neighborhood amenities or construction quality, which skewed the current model.  
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I. INTRODUCTION TO THE PROBLEM
Are real estate appraisals really necessary or important to determine property cost or value of a home?  The importance of a professional real estate appraisal is easy to comprehend when one understands the investment at stake.  Because much private, corporate, and public wealth lies in real estate, the assessment of a property’s value is absolutely vital to the economic prosperity and well-being of society (Rossman).  An appraisal is the act or process of “determining value, estimating cost, or determining the present worth” of expected earnings (Osterkamp).  An appraiser conducts an appraisal via his or her own professional opinion, qualified by extensive training and knowledge in the subject.  Because an appraiser is a subject-matter expert, he or she must remain unbiased and serve as an impartial third party in the assessment process.  While appraisers may interject their own personal opinion into an appraisal, facts form the basis of the appraisal.  In other words, an appraiser makes an informed judgment about the price.  An appraisal of real estate ultimately influences the decisions of people who own, manage, sell, purchase, invest in, and lend money on the basis of security in real estate.  The most common complaint with appraisals is that the owner often times feels slighted or cheated of the true value of the property.
Various approaches to conducting appraisals exist in the real estate world today, but the method most commonly used is the Market or “comparable sales” approach.  The comparable sales approach follows common sense and logic in estimating value.  For example, if an appraiser were asked to estimate the value of a house with three bedrooms and two bathrooms, he would find similar three bedroom and two bathroom houses that have sold recently in the surrounding area.  The comparable houses must have similar qualities in regards to age, location, amenities, and quality in order for the appraisal to hold validity.  While this method works well for the most part, it does have its shortcomings.  What if no the house under review is so unique that no comparable homes exist to compare the house for an appraisal?  

Statistical models will attempt to solve the problems of subjectivity in appraisals and the unique house dilemma.  In mathematics, statisticians use regression analysis to model relationships between factors or variables, determine the magnitude of those relationships and interactions, and to make predictions based on the model.  Because real estate involves a number of measurable factors that influence a real estate value, a model can be fit to the data.  Instead of using three comparable houses, curve fitting would call for more data points to fully understand the effects from the various factors that influence an appraisal.  For example, 100 houses in a particular area could be studied to fit a model based on various predictor variables such as age, square footage, lot size, number of bedrooms and bathrooms, etc.  Would a regression model to appraise a house or another piece of property be more accurate than the comparable sales approach?  This question is addressed through analysis and comparison of the standard appraisal approach and a proposed statistical approach.
II. BACKGROUND ON REAL ESTATE AND APPRAISALS

Because most adults in today’s society have vested interest and money in property, it is vital that real estate appraisals remain as accurate as possible so that the buyer and seller are not shortchanged.  As mentioned earlier, an appraisal is the process of determining a fair market value for a given property.  

A.  ROLE OF THE APPRAISER

An appraiser falls into two categories: 1) a bank-certified appraiser, and 2) a general auctioneer/appraiser.  The type of appraiser determines the credibility that person has to perform appraisals.  

The first kind of appraiser, the bank-certified appraiser, gives a fair market value and a market assessment because he or she is state-certified.  A bank-certified appraiser takes a state board exam or licensing exam, along with the various and continuing education courses he or she must complete (Wagner, Andrew).  The second kind of appraisal, A general auctioneer/appraiser, determines a fair market value for a property often under special circumstances, such as a family death.  For instance, a general appraiser is called upon when someone, such as the father of children, passes away.  In this case, the executor of the estate would receive a fair market value on the property.  After receiving a fair value, the executor is usually not allowed to sell the property for less than the proposed value.  A bank-certified appraiser determines a fair market value based on a thorough analysis; his opinion is credible because he is state-certified.  An auctioneer sells the property and may provides a faster opinion on what he thinks the property is worth; his opinion is not official like the opinion of an appraiser.  Rather, an auctioneer simply auctions off or sells the property in a must-sell situation (Wagner, Max).  Therefore, the power and worth of the opinions separate a bank-certified appraiser versus a general appraiser or general auctioneer.  The word of the bank-certified appraiser holds validity in the real estate world, while a general auctioneer or appraiser performs his appraisal under certain conditions where the family might need to sell right away to a bank or a third-party.

Federal guidelines provide information on who is certified to give an official appraisal.  Every individual state in return then transposes the federal guidelines to fit the conditions in their state; the state guidelines must remain within the federal guidelines.  In Indiana, for example, the state guidelines call for:

1. A high-school diploma,

2. One-hundred and thirty-five (135) hours of education (which take an average of six months to a year to complete) in appraiser courses, 

3. Passing of a state appraiser test at the end of appraiser education to begin mentorship,

4. Two years of mentorship with an existing certified appraiser; that appraiser must sign off on 2000 hours of work and on every appraisal, and

5. Passing of another final test to get an official license to appraise.

While every state has individual regulations based on the needs of the state, most states follow a similar plan to the regulations in Indiana (Canan).  In Indiana, a licensing period opens every two years.  However, the standards for licensing are on the rise as of late.  Because Bachelor’s degrees do not mean as much as they used to, the state of Indiana has started to gradually raise the level of basic education it expects out of its certified appraisers.  By the year 2008, all appraisers must have a minimum of a two-year Associate’s Degree.  By the year 2010, all appraisers will need a Bachelor’s Degree to achieve eligibility for certification (Canan).

B. APPRAISAL METHODS

Two main types of appraisals exist: a verbal approximation of value and a written report of the value (Osterkamp).  In the verbal method, the appraiser gives the client a verbal opinion of what the property might be worth based on visual inspection.  However, this opinion is not considered a valid appraisal.  In a written report, the appraiser forms a fully documented appraisal which can be used for numerous situations including, but not limited to: insurance, bankruptcy, relocation, damage claims, and divorce.

Various approaches in appraising a property exist to determine value, but generally fall into three categories: 1) Comparable Sales Approach, 2) Cost Approach, and the 3) Income Approach.

The appraisal process for each of the three approaches follows an orderly and concise method of reaching an estimate of value.  The process has six major steps: 1) definition of the problem, 2) preliminary survey and appraisal plan, 3) data collection and analysis, 4) application of one of the three approaches to value, 5) reconciliations of value indications, and 6) the final estimate of defined value (Rossman).  Professional appraisers use the appraisal process as a general guideline for assessing or estimating the value of real estate.  

The Comparable Sales Approach involves comparing the property under review to similar properties in the region that have sold within a relatively short time span beforehand.  The process includes comparing market data, or prices paid for similar properties, prices asked by owners, and offers made by prospective purchasers or tenants willing to buy or lease (Rossman).  In most cases, the appraiser utilizes a comparison grid to make adjustments to comparable sales.  Because not all of the comparable properties showcase the exact same characteristics, the grid is an excellent tool to make price adjustments for major differences between the comparable and the subject property for items such as “location, gross living or building area, lot size, condition and age, market conditions, degree of remodeling, construction quality, and significant amenities, such as a fireplace, spas and pools, garage, decks and patios, porches, and central air conditioning” (Rossman).  

The appraiser holds all responsibility to adequately research the local real estate market and determine the comparable sales that best represent the subject property in order to propose a fair market value.  The Comparable Sales Approach is mainly used in suburban or residential areas where an abundance of comparable sales exist.  In many cases, the appraiser has access to an internet-based or a computer program to assist in finding similar properties.  In these programs, the appraiser records the amenities to find comparable or similar houses.  The appraiser then usually compares the subject property to the three comparable sales which most directly relate to the property under review.  The standard rule for the Comparable Sales Approach is to average the three similar properties’ prices to estimate a fair market value for the subject property.  

The Cost Approach to appraise a subject property is an alternative to the Comparable Sales method.  In short, the Cost Approach compares the subject property with the cost to replace the item or reproduce the item (Osterkamp).  The Cost Approach “combines an estimate of land value with an estimate of depreciated reproduction or replacement cost of the improvements” (Rossman).  The principal of substitution forms the basis of the Cost Approach.  That is, what is the cost to replace this property new?  What would it cost to establish what it is today (Wagner, Max)?  The Cost Approach appraises the rebuilding costs to reproduce the property.  The approach uses age to depreciate the home from its current value.  Typically, appraisers use the Cost Approach in newer homes and for insurance purposes (Canan).

Appraisers use the Income Approach to assess a property in the commercial or business world.  It is used only for investment in a property.  The process involves the comparison with the income producing record of a similar property combined with the application of present worth formulas to determine the present worth (Osterkamp).  Thus, the appraisals of such properties are not based on the structural worth of the property, but rather, on what income the property can generate.  The principal of anticipation forms the basis of the Income Approach and estimates value of a property based on expectation of benefits derived from possession, operation, and capital gain at resale (Rossman).

The Income Approach’s main uses lie in businesses, rentals, and other commercial operations for profit.  Since the approach is used more in the business world, the method utilizes a Gross Rent Multiplier (GRM) of similar properties to estimate the sale price of the subject property.  The formula for the price of the property is the product of the GRM of a similar property and the potential gross income or rent of the subject property (Canan).  The GRM is the ratio of the price of a comparable piece of real estate investment to its annual or monthly rent, depending on what the appraiser uses:
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Intuitively, a higher GRM correlates to a less desirable property for the investor because the ratio highlights the time it takes for the property to pay for itself.  The formula used in the Income Approach is given below:
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Again, the GRM is the quotient of the sale price of the comparable property over the annual or monthly rent.  The Appraising Rent is the proposed or potential gross income of the subject property (Annual Software LLC).  Therefore, because the Income Approach is based on expected return, the method is used in the commercial or business realm of society for appraisals associated with profits.

C.  CONDUCTING AN APPRAISAL
When an appraiser arrives at a site to estimate the value for a subject property, he or she looks for many different factors that influence value.  Typically, an appraiser needs to document the condition of the property first.  The appraiser checks the condition of the property, both inside and outside, and also analyzes the layout and features to include any updates to amenities and the overall quality of construction.  Next, the appraiser estimates the square footage or the Gross Living Area (GLA) by measuring the exterior of the home (Rossman).  Non-living areas, such as garages, basements and covered porches, are not included in GLA; these areas, however, do influence the overall value of the property.  The level of influence for non-living areas depends on the local or regional market.  Usually, this estimate comes from the original documents of the characteristics of the house.  Appraisers generally only consider permanent fixtures and real property in conducting an appraisal.  Thus, external features, such as above-ground swimming pools, small sheds, or basketball hoops, do not influence value.  The appraisal process can take anywhere from 15 minutes to several days, depending on the size and complexity of the property.

In general, the single-most important factor in property value is location.  The location of a property, despite what the structure alone may be worth, can dramatically affect the overall utility to a buyer.  According to licensed auctioneer Andrew Wagner, in one appraisal he conducted, “the type of school district affected a house by $20,000, simply because the property resided in a less desirable school district” (Wagner, Andrew).  
After location, several other factors consistently show up as important in the appraisal process.  Condition of a property is generally considered the next most important factor in determining its value.  When a buyer shows interest in purchasing a used item, the buyer usually inspects the item for its condition.  Similarly, the condition of the house, from the exterior to the interior, matters to the buyer and affects the value the appraiser assigns.  Besides location and condition, a variety of factors influence price.  The functional areas, such as the roof, furnace, and central air conditioning, are important to the buyer and influence the price.  Other areas that influence price include, but are not limited to: bathrooms, bedrooms, kitchen, square footage, age, amenities, carpeting, windows, lot size, and quality of construction.

Just how much any particular improvement can add to the value of a house varies widely from market to market or region to region.  However, if a home lacks a particular amenity that is standard to an area, the price of a home can be dramatically affected.  For example, central air conditioning is very important in states such as Arizona.  Not having this particular amenity can affect the price drastically as most buyers view this as a necessity in the extremely hot summer months.  According to Max Wagner, a licensed auctioneer, “kitchens and bathroom hands down provide the most return in terms of improvements” (Wagner, Max).  The kitchen and bathroom are two areas of a house used daily.  Therefore, these two areas tend to have more weight in the mind of a potential buyer.  One amenity to note that does not always add value to a property is a pool.  A pool does not add value to a house if the resident of a region does not deem one necessary.  Andrew Wagner spoke of an example in which “a house spent a year on the market with an above-ground pool and had few desirable offers.  After removing the pool, the house sold for a great price within a month” (Wagner, Andrew).  Thus, amenities are definitely region-specific.  

While factors that influence the appraisal price of a house can vary from region to region, the appraisal process is similar and, despite a few specific exceptions, all 50 states must follow a general guideline.  Minimum uniform standards of practice exist.  Specifically, appraisers must follow the Uniform Standards of Professional Appraisal Practice (USPAP).  The Appraisal Standards Board (ASB) sets forth the rules for developing an appraisal and reporting the results.  The ASB promotes the understanding and enforcement of USPAP.  The USPAP contains the recognized standards of practice for real estate, personal property, and business appraisal; more than 80,000 state certified and licensed appraisers currently adhere to the outlines in USPAP (Rossman).

III. 
METHODOLOGY 

A.  INTRODUCTION TO THE NEW METHOD: LINEAR REGRESSION
One major problem with the current preferred appraisal method of looking at comparable homes is what to do if no comparable properties exist.  For example, this might occur if a seller owns a home that is unlike others in the area.  For instance, if the house were unusually large, comparable homes might not exist.  In this case, determining selling price would be a challenge.  An approach to solve this problem involves the use of statistics.  Multiple linear regression analysis of house prices in an area could assist and serve as a baseline to predict a price for the “huge house” dilemma by extrapolating using the regression model.  Using this approach, one creates an equation for a house price by analyzing the degree of significance of particular factors that may influence price, such as lot size and age. 

Coming up with a universal equation for the fair market value of a house is nearly impossible, but it may be feasible to predict the fair market value of a house in a given confined region, town, or neighborhood.  Thus, defining a model for a particular neighborhood is achievable if nearly all the houses in the neighborhood are of the same type or similar characteristics.  Prices for houses of the same style, like in a particular suburban area, are easier to predict because some of the subjective factors, such as location and selection of schools, are eliminated.  

B.  SELECTION OF RESPONSE VARIABLES
Deriving an equation for a particular housing market requires knowledge of the local house prices listed.  Sites such as www.realtor.com provide such prices and a brief description of the qualities of a house.   Because we are trying to develop a model to predict the price of the house, the response variable in this study will be the list price of houses in the area.  The list price is not necessarily the true value of the home, but a reasonably correlated alternative.  

C.  SELECTION OF LOCATION
The other component necessary to model housing prices is the location of the housing market.  As stated in the Chapter 3.1, “Introduction to the New Method: Multiple Linear Regression Analysis,” a model for the price of a house is only good for one particular area, region, or town.  In this study, the method is illustrated using three residential areas: 1) Vista, California, 2) The Woodlands, Texas, and 3) Carmel, Indiana.  Approximately 100 houses from each of the three areas will be analyzed in order to best represent the location as a whole.  It is important to have a relatively high number of houses for review to receive as good a snapshot of the local real estate market as possible.  It is also important the neighborhoods selected are compact enough, so as to minimize the effects of location as a predictor. 

Vista, California is a residential area in southern California in the tri-cities area with Carlsbad and Oceanside.  The population of Vista is estimated to be 90,000 (“Vista, California”).  As expected with southern California real estate, house prices tend be much higher than the national average or the expected cost in most other areas of the nation.  All house prices used in the “Vista” model are between $400,000 and $1,000,000 and come from www.realtor.com.  The 98 data points or houses analyzed constitute a diverse variety of houses with different characteristics.  In this analysis, 68 one-story and 30 two-story will be analyzed to generate a model.

The Woodlands, Texas is a suburban or residential area just north of Houston, Texas.  The estimated population of The Woodlands is roughly 80,000 (“The Woodlands, Texas”).  Because of economic conditions in the state of Texas in general, families are able to afford generally larger homes than they could elsewhere.  Thus, it is not surprising for a particular house in Texas to be priced at one-quarter or one-third of the price of a comparable house in California.  All house prices used in “The Woodlands” model are between $200,000 and $365,000.  The 100 data points or houses analyzed constitute a diverse variety of houses with different characteristics.  In the analysis, exactly 50 one-story and 50 two-story houses will be analyzed to generate a model.

Carmel, Indiana is a suburban or residential area just north of Indianapolis, Indiana.  The estimated population of Carmel is roughly 60,000 (“Carmel, Indiana”).  While many houses in Carmel tend to be older in age, there is still a great deal of new residential development due to rapid growth into Carmel as a suburban center for Indianapolis.  All house prices used in the “Carmel” model are between $150,000 and $450,000, and constitute a diverse variety of houses.  In the analysis, exactly 50 one-story and 50 two-story houses will be analyzed to generate a model.

D.  CHOICE OF FACTORS
The factors that go into the price of a house are numerous and can be both objective and subjective.  Historically, there are common factors which go into the price of a house, as defined by www.census.gov:

1. Size of house

2. Number of stories

3. Number of bathrooms

4. Central air-conditioning

5. Type of parking facility

6. Type of foundation

7. Geographic location

8. Metropolitan location

9. Presence of fireplaces

10. Size of lot

The ten factors listed above are both objective and subjective.  Two known factors not mentioned above which influence price are the age of the house and the number of bedrooms.  The subjective factors are hard to analyze mathematically.  The six quantifiable, objective factors used in the model to be developed for houses in the residential areas of Vista, The Woodlands, and Carmel are:

1. Size of house (in square feet or 
[image: image9.wmf]2
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)

2. Age (in years)

3. Size of lot (in square feet or 
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)

4. Number of bedrooms

5. Number of bathrooms

6. Number of stories

1. Size of house:  The size of the house is the floor area based on exterior dimensions.  It includes all areas of the house with finished walls, floors, and ceilings; it also includes finished areas of basements and attics.  If the floor area of a house is reported in interior dimensions, the figure is converted to exterior dimensions by multiplying by a standard conversion factor of 1.08 (“Construction Statistics: Computation Procedure”).  The size of the house is given in square feet (
[image: image11.wmf]2
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).

2. Age:  The age of a house is an important factor determining the price of a house.  A buyer of anything, such as a car or stereo, wants to know the age of the product or the year the product was made.  Sellers of houses find it necessary to list the age (given in years) of their house in order to find buyers.

3. Size of lot:  Lot size is another important question potential buyers ask.  It is an objective tangible characteristic of a house.  Lot sizes are tabulated in square feet, just like the size of the house.  Lots reported in acres are sometimes converted to square feet, where 1 acre equals 43,560
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4. Number of bedrooms:  Potential family buyers of houses almost always want to know the number of bedrooms in a house because they need to know if the house will support their family size.  The number of bedrooms is given in whole numbers, such as 2, 3, or 4.  

5. Number of bathrooms:  Houses are grouped into three categories: less than 1 ½ bathrooms, 1 ½ or 2 bathrooms, and more than 2 bathrooms.  A full bathroom is defined to include a toilet, a basin, and a bathtub and/or shower.  A half-bathroom is defined to include only a toilet and basin (“Construction Statistics: Computation Procedure”).  

6. Number of stories:  Houses are divided into categories of 1-story, 2 stories or more, and split-level.  One-story and two-story houses are self-explanatory; a split-level is defined as a house having floors on more than one level and when the difference in some floor levels is less than one story (“Construction Statistics: Computation Procedure”).  Split-level housing in America is generally regarded as a thing of the past.  In other words, fewer houses are built as split levels because they are generally regarded as harder to sell.

While the six factors listed above are by no means the only factors in pricing a house, they are the most quantifiable factors.  One of the problems with defining an accurate model is the presence of numerous subjective factors which influence price.  The harder to quantify factors such as location and quality of schools in the area are factors that are not as objective as the main six.  By keeping analysis to a given area with similar housing, many of the subjective factors are less of an issue.  Thus, since all the houses in the regression analysis for each of the three data sets are in one particular area, the location of the house has a reduced influence on the price.

E.  METHODS
The proposed “new” method for appraising a house involves the use of multiple linear regression analysis applied to the area or region.  The similarity in the old method of appraising houses and the regression method is the need for prices and data from houses already listed.  However, the statistical method for predicting the price of a house is more representative of the market.  In each of the three models to be formulated, 100 data points or houses will be analyzed (see Appendices 1 – 3).  This is far more representative of the market than the three houses that are compared in the Comparable Sales method.  

Multiple regression analysis is a part of statistics that investigates the relationship between two or more predictor variables to a response, y.  The purpose of regression analysis is to develop a model (an equation) from the independent variables or factors.  This model does not necessarily have to be linear; it can also be logarithmic or a polynomial for example.  When conducting multiple linear regression analysis, it is very helpful to have a statistical computer package to do the analysis.  However, one must be able to interpret the output.

The most helpful components in determining which predictors should be included in the statistical model are the model’s F-statistic, and to a lesser extent, every predictor’s p-value.  The F-statistic is the gold standard for factor significance because it is an overall model test.  An F-stat can range anywhere from zero up into the thousands.  A p-value numbers from 0.00 to 1.00, and is a measure of an individual factor’s significance in the model.  It is derived from the predictor’s T-statistic.  Low p-values (p < 0.05) signify to “reject the null hypothesis,” where the “null hypothesis” means that the factor is not a significant predictor in the presence of all other factors.  Thus, a low p-value means that the factor under review is most likely significant and should be included as a predictor in the model for the response.  Higher p-values (p > 0.05) may imply marginal significance or no significance to the response and model.  Another important aspect to consider is factor interactions.  Some factors may not be significant by themselves, but may be significant if combined with another factor.  Analyzing factor interactions is easy; simply multiply the two factors (
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) together to come up with a new “combined” factor (
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).  This new combined factor will have its own associated p-value from which to determine if the factor combination is significant and assisting in explaining the response.

Often, there are several models that are reasonable – thus, one needs to determine the best model.  Model diagnostics can help narrow down the search for the best model; however, model diagnostics should always be performed for any model under review because the model must pass certain tests to validate the model as reasonable.  How well the model fits the data and the appropriateness of the model assumptions can help in model selection.  Software packages, such as MINITAB, provide model parameter estimates, as well as diagnostic tools for use after conducting MLR analysis.  MINITAB provides residual plots of every model analysis to test model diagnostics.  First, the “Normal Probability Plot of the Residuals” checks for model adequacy; any substantial deviations show evidence against normality of the distribution.  However, the test is more to check for any indication of non-normality or evidence pointing to possible outliers.  If the underlying error distribution is normal, this plot will resemble a straight line.  The “Residuals vs. Fitted Values” is a check for constant variance.  This test will be checking to see if the data points are evenly spread and also if any patterns or odd occurrences exist.  Third, the “Histogram of the Residuals” is a final check for normality.  Again, the check here is to see if the data is evenly spread.
Final measures in the model building process include checking the model’s R-squared value and R-squared Adjusted value, with notation given as
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 and 
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-ADJ, respectively.  The 
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 value is a measure of how much of the variability in the response is “explained” by the model and is given as a decimal or percentage from 0.00 to 1.00 or 0% to 100%.  Higher values signify greater accuracy.  An 
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 value of 90% means the model is 90% accurate or 90% of the way to being a completely accurate model with no error associated with it.  The 
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-ADJ accounts for the adjustment in the number of predictors inserted into the model; the 
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-ADJ value is penalized with each additional insertion of a predictor.  Because the 
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-ADJ accounts for the predictors, it is better for building a predictive model.   Because 
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-ADJ values are considered final checks, they should only be used as such.  They might provide a last minute check on the overall model’s worth, but nothing more.
IV:
MODEL BUILDING, RESULTS, AND COMPARISONS

A.  UNIVARIATE DATA ANALYSIS
Before delving into the heart of the model building process, one must have a general understanding of every individual predictor’s effect on the response.  This is known as univariate modeling, which is simply the act of looking at each predictor variable by itself.  Having a general understanding of the influence of each predictor will pay dividends when formulating the final model.

Univariate model building is sometimes called simple linear regression.  Simple linear regression, which includes only one predictor, follows this basic model: 
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In this basic model, the response (y), the estimated coefficient (
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), and the estimated coefficient (
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b

) of the individual predictor (x) are all represented.  The “e” variable is the error term with a normal distribution, mean of 0, and standard deviation of 
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Running regression analysis in MINITAB is relatively easy; interpreting the results is the hard part.  To understand the results, one must be able to reason with the results through graphs and numbers.  The key figures to pay attention to in simple regression analysis, as well as multi-variable regression analysis, are: 1) the coefficients; 2) the standard error of the coefficient (SE Coef); 3) t-value (T); 4) F-value (F); and 5) p-value (P).  These are defined below:

1.) Coefficients:  Coefficients are estimates of the regression coefficients, 
[image: image28.wmf]k

b

.  The estimated coefficient of the predictor is used in conjunction with the predictors to calculate the fitted value of the response.  The estimated coefficient simply indicates the rate of change in the mean response per unit increase in the predictor, holding all other predictors constant.  Coefficients are important to look at because significant changes in estimated coefficients between two different models might call for closer analysis and change.  More importantly though, a higher estimated coefficient may signify a greater degree of influence on the response.  

2.) SE Coef:  The standard error of the estimated coefficient is also the estimated standard deviation of the coefficient.  Thus, a lower SE Coefficient is better because it merely means less error in the estimated coefficient exists.

3.) T-value (T):  T-values determine if a predictor is significant.  The bigger the absolute value of the t-value, the more likely the predictor is significant.  To determine if a predictor is significant, one compares the t-value to the t-distribution.  The t-value is the estimated coefficient divided by the SE Coef.  Thus, one can reason mathematically that a larger estimated coefficient and a smaller SE Coefficient is more desirable.  

4.) F-value (F):  The F-value is used to determine the p-value.  A model’s F-value is somewhat of an overall model significance test.  Higher F-values usually signify greater significance in the model.  For instance, an F-value of 100 signifies a highly accurate model, whereas F-values less than 1 might signify a model that needs significant restructuring, and is probably not accurate.  The F-value is found by dividing the Mean Square Regression (MS Regression) by Mean Square Error (MSE).
5.) P-value (P):  P-values are used in hypothesis test to decide whether to reject or fail to reject the null hypothesis.  The p-value represents the probability of rejecting the null hypothesis when it is actually true.  The smaller the p-value, the smaller the probability that one would be making a mistake by rejecting the null hypothesis.  In common terms, the null hypothesis signifies that the factor is not significant.  The most common cut-off value for the p-value is 0.05.  Thus, predictors with a p-value less than 0.05 reject the null hypothesis that the factor is not significant.  In other words, p-values of less than 0.05 mean that the predictor is significant.

1.  Univariate Models for Vista, California
Before conducting any sort of simple regression analysis, a visual inspection of the individual predictors versus the response, listed price, will be of some benefit.  To do this, the six scatter plots of the individual predictors versus the listed price were compiled:
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Figure 1.
Vista Univariate Graphs, Part 1
From Figure 1, a number of conclusions can be drawn.  First, it is easy to see that square feet and age are relatively significant predictors, given the slopes of the blue lines and the relative tightness in the data points.  Second, one can see that the predictors of beds, baths, and stories all take on certain levels, whereas the ones for square feet, age, and lot size do not.  In other words, the individual predictors of beds, baths, and stories are all “categorical variables” with discrete intervals of data, whereas the other three are “continuous variables.”  This will be of importance later.  The final conclusion one can draw relates to the inconclusiveness of the “Lot Size” as a predictor.  

When a factor is inconclusive, a transformation might be needed.  In the univariate model for Lot Size, the data points tend to take on more of a logarithmic function.  Thus, transforming all of the lot size data points by taking the natural log (LN) of every individual lot size might be the way to proceed.  The new scatter plots for all of the continuous variables are shown below:
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Figure 2.
Vista Univariate Graphs, Part 2
In Figure 2, the LN of lot size fares slightly better than the untransformed lot size does.  However, quantitative analysis must still be performed to determine which is better.

As mentioned earlier, the estimated coefficients, SE Coefficients, t-values, F-values of the model, and p-values of the individual predictors are all important measures to determine the significance of a predictor and its model.  The following table relates these important measures for the 6 predictors:

Table 1.
Vista Predictor Characteristics

[image: image31.emf]Sq. Feet Age Lot Size LN (Lot Size) Beds Baths Stories

Coef 146329 -4684 93017 114029 69989 101066 58677

SE Coef 10567 703.6 25417 27831 14434 13614 29027

t-value 13.85 -6.66 3.66 4.10 4.85 7.42 2.02

F 191.74 44.31 13.39 16.79 23.51 55.11 4.09

p-value 0.000 0.000 0.000 0.000 0.000 0.000 0.046

Significant Yes Yes Yes Yes Yes Yes Yes


From a quick inspection of Table 1, the predictors are all individually significant because every p-value is less than 0.05.  The overall factor significance test is the model’s F-value.  Higher F-values signify a more influential predictor.  From the F-values, the natural log of the Lot Size seems to fare better than the untransformed Lot Size analysis.  The individual predictors can also be ranked in terms of degree of significance.  As expected, the Square Feet predictor overwhelms the competition with a strong F-value of 191.74.  The “Baths” and “Age” factor show strong significance as the second and third most significant predictors.  The important conclusion to take away from the table, however, is the strength of the predictors.  All of the individual predictors are significant, which usually correlates to a stronger model with a smaller degree or amount of error.

2.  Univariate Models for The Woodlands, Texas
Again, before any simple regression analysis is performed, it is beneficial to take in a quick glance of the scatter plots of the individual factors versus the listed price or response:
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Figure 3.
The Woodlands Univariate Graphs, Part 1
The slopes of the fitted lines can tell a lot about the individual predictors.  From Figure 3, one can see that the continuous “Sq. Feet” and the categorical “Baths” will most likely be the most significant predictors because they have the steepest slopes.  Behind the “Sq. Feet” and “Baths” predictors, it is very hard to tell which factors will be significant due to the relative flatness in the fitted lines.  

Again, the “Lot Size” factor seems to take on a logarithmic function, but only due to one data point, which might be an outlier, or extreme data point that can skew the model.  The univariate graphs for the continuous variables only are: 
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Figure 4.
The Woodlands Univariate Graphs, Part 2
In Figure 4, the predictors seem to show no strong signs of significance.  The data is rather scattered and shows no signs of any trends.  The only somewhat conclusive point that can be made is that the Natural Log of the “Lot Size” predictor might be more significant solely because the untransformed “Lot Size” predictor has that one point which might be an outlier.

The data for The Woodlands, Texas will definitely be more important to look at quantitatively due to the rather inconclusiveness from the scatter plots.  Table 2 quantitatively analyzes the individual predictors significance on the listed price:

Table 2.
The Woodlands Predictor Characteristics

[image: image34.emf]Sq. Feet Age Lot Size LN (Lot Size) Beds Baths Stories

Coef 36285 -298 11560 14940 -853 22423 -7232

SE Coef 9809 530.8 12223 7756 7337 6692 8944

t-value 3.70 -0.56 0.95 1.93 -0.12 3.35 -0.81

F 13.68 0.32 0.89 3.71 0.01 11.23 0.65

p-value 0.000 0.576 0.347 0.057 0.908 0.001 0.421

Significant Yes No No Marginal No Yes No


The results of Table 2 show the difficulty which might later hinder the model building process.  Again, the “Sq. Feet” predictor is the most significant for The Woodlands, TX.  The only other conclusive factor that is significant is the “Baths” factor.  The logarithmic transformation of lot size showed marginal significance, and will thus be looked at more in depth when multiple factors are analyzed.  The important conclusion from this table is the lack of significant factors.  The overall model for The Woodlands, Texas might be a model with few predictors, when compared to the other two markets of Vista, California and Carmel, Indiana.

3.  Univariate Models for Carmel, Indiana
Carmel, Indiana’s simple linear regression graphs produced a few factors with strong inclinations to be significant:
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Figure 5.
Carmel Univariate Graphs
From Figure 5, it should again come as no surprise that the “Sq. Feet” predictor leads the way in significance.  The tight grouping of data points for square feet seems to form a regression line all on its own.  From the simple linear regression graphs, the “Age” predictor also seems fairly significant.  The categorical “Baths” predictor seems relatively significant as well.  The prospects of significance for lot size, beds, and stories are doubtful at best.  Like The Woodlands market, one potential outlier seems to exist for “Lot Size.”  A logarithmic transformation for “Lot Size” might also be needed.

To back up the univariate graphs, a table of the six individual predictors’ significance on the response of “Listed Price” is shown in Table 3:

Table 3.
Carmel Predictor Characteristics

[image: image36.emf]Sq. Feet Age Lot Size LN (Lot Size) Beds Baths Stories

Coef 52206 -2684.8 13387 -12329 26334 52096 22070

SE Coef 5241 532.9 24978 16176 13381 10162 17700

t-value 9.96 -5.04 0.54 -0.76 1.97 5.13 1.25

F 99.23 25.38 0.29 3.87 26.28 1.55 0.58

p-value 0.000 0.000 0.593 0.448 0.052 0.000 0.215

Significant Yes Yes No No Marginal Yes No


In Table 3, a rank ordering of the significant factors can be constructed through the predictor’s p-value and the model’s F-value.  Again, the “Square Feet” predictor dominates all other factors with a degree of significance given the F-value of 99.23.  The other two strong significant factors are Beds and Age, each with F-values around 25.  The logarithmic transformation of “Lot Size” did not have as great of an impact as expected, and will therefore, probably not be significant in the overall model.  The “Beds” predictor will be a factor to pay attention to later on as it is marginally significant individually.  

B.  MULTIVARIATE MODEL BUILDING
When there are multiple dependant variables in a design, the design is said to be multivariate.  The general model for a multivariate equation is:
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(4)
Multivariate models are more difficult to understand and interpret because the predictor variables can influence each other.  The predictor variables can have interactions with each other which might require additional calculations in the overall model.  However, before starting the model building process, it is important to classify the type of model to be built.  Multivariable linear regression models are designs with multiple continuous predictor variables.  Analysis of Variance (ANOVA) designs are designs with categorical predictor variables.  For the sake of this real estate study, the designs will be known as General Linear Models.  A General Linear Model is a generalization of the linear regression model, such that effects can be tested for categorical predictor variables, as well as continuous predictor variables.  In the markets analyzed, the categorical predictor variables are the data points for beds, baths, and stories.  They are categorical variables because they are measured on a nominal scale with class or group membership.  Thus, all the data points belong to a certain class or group.  For example, for the categorical variable of “Stories,” all houses either belong in the one-story group or the two-story group.  The continuous predictor variables in this study are the variables of square feet, age, and lot size.  They are continuous because they contain an infinite amount of data points among a relatively broad spectrum.  The dependent variable, or response, in the general linear model will be the listed price of the house (“General Regression Models”).  

1.  Initial Variable Selection
No single ideal method currently exists to build a multivariate regression or general linear model.  Instead, techniques to build a regression model should be viewed as more of an art.  Some refer to it as a “guess-and-check” game.  There are several ways to select variables or predictors to include within any multivariate model: 1) purposeful covariate selection, 2) stepwise covariate selection, and 3) best subsets regression.

Purposeful covariate selection involves starting with a discriminate amount of predictors, and gradually adding in other predictors to determine the best model.  The first step in purposeful covariate selection is to fit all models with only one predictor variable; this is essentially univariate model building.  The second step is to form a base model, which includes those predictors in the univariate models that were significant or at least marginally significant.  Many statisticians suggest including predictors that had p-values of 0.20 or less in the univariate stage.  The final step in purposeful covariate selection involves adding in variables one at a time into the multivariable model, which were not included in the second step, to check for confounding.  A confounding variable, while insignificant by itself, might be somewhat related to the outcome of another variable in the model.  Removing it, therefore, changes the relationship of the other variable to the response.  Checking for extreme changes in the estimated coefficients of the predictor variables is an easy way to see if some sort of confounding exists.  In essence, purposeful covariate selection is a great variable selection technique for models with few predictors.  Thus, because this study only contains six independent predictors, purposeful covariate selection will be useful.

The final two methods are useful when dealing with large numbers of predictors.  The second method for selecting variables is stepwise covariate selection.  The basic procedures in stepwise regression involve: 1) identifying an initial model, 2) iteratively “stepping” by adding or removing variables based on some sort of “stepping criteria,” and 3) terminating the search when the stepping conditions have been met.  There are a few basic methods to conduct stepwise regression.  All stepwise regression methods include entry and removal criteria, based on F-values or p-values.  From here, the statistician can go about variable selection a few ways.  The statistician can proceed with forward selection, in which the model starts from scratch and receives one significant variable at a time until the entry criteria cannot be meant.  
A second method is backwards elimination; in backwards elimination, the statistician starts with all predictors present and then proceeds to remove one at a time the insignificant predictors.  A third method is simply stepwise, which is just a combination of forwards and backwards procedures.  Usually, statistical software packages, such as MINITAB, will have an “F to enter” and “F to remove” for stepwise regression.  It is then up to the statistician to determine how discriminating of a model he or she wants.

A third method for selecting variables is best subsets covariate selection.  The idea behind best subsets is to look at all possible models of various size and devise a list of the best based on a certain criteria.  Usually, the best subsets will include similar predictors.  The key is to find the predictors that appear the most in the best subsets.  These variables then become the initial model for further analysis and variable selection.  It is again important to point out that best subsets, like stepwise regression, is excellent to use when dealing with a large number of predictor variables to choose from.

In this study, a purposeful covariate selection combined with a backwards elimination stepwise regression approach was used.  Because every data set only has six predictors to choose from, best subsets cannot be used to its full capacity.

a. Initial Variable Selection for Vista, California
From the univariate analysis, all of the individual predictors were significant.  Thus, a backwards elimination approach worked best for the real estate market in Vista.  Because the model is already starting off with a solid foundation, the cut-off value for p-values to remove will be anything greater than 0.05.  Table 4 shows the stepwise selection of the four significant predictor variables for the market in Vista, California:

Table 4.
Stepwise Selection of Vista Predictors

6 Predictors
	Predictor
	p-value

	Sq. Feet
	0.000

	Age
	0.014

	LN(Lot Size)
	0.000

	Beds
	0.054

	Baths
	0.870

	Stories
	0.855


5 Predictors

	Predictor
	p-value

	Sq. Feet
	0.000

	Age
	0.023

	LN(Lot Size)
	0.000

	Beds
	0.016

	Baths
	0.917


4 Predictors
	Predictor
	p-value

	Sq. Feet
	0.000

	Age
	0.006

	LN(Lot Size)
	0.000

	Beds
	0.023


Therefore, the 3 continuous predictors of square feet, age, and the natural log of lot size, and the categorical predictor variable of beds form the initial four significant predictor variables for the Vista market. 
b. Initial Variable Selection for The Woodlands, Texas
Because the univariate models for The Woodlands, Texas market were rather weak, a combination of purposeful covariate selection and stepwise regression techniques will be used.  Starting with stepwise covariate selection, only two predictor variables were found to be significant as shown in Table 5:

Table 5.
Stepwise Selection of The Woodlands Predictors

6 Predictors

	Predictor
	p-value

	Sq. Feet
	0.014

	Age
	0.788

	LN(Lot Size)
	0.509

	Beds
	0.406

	Baths
	0.285

	Stories
	0.119


5 Predictors

	Predictor
	p-value

	Sq. Feet
	0.012

	LN(Lot Size)
	0.543

	Beds
	0.391

	Baths
	0.248

	Stories
	0.112


4 Predictors

	Predictor
	p-value

	Sq. Feet
	0.010

	Beds
	0.404

	Baths
	0.194

	Stories
	0.076


3 Predictors

	Predictor
	p-value

	Sq. Feet
	0.017

	Baths
	0.222

	Stories
	0.020


2 Predictors

	Predictor
	p-value

	Sq. Feet
	0.000

	Stories
	0.005


From stepwise regression, only two predictors – one continuous and one categorical – were found to be significant.  This was confirmed from purposeful covariate selection, except more “guess and checks” had to be performed.  It is interesting to note that Stories was not significant during univariate model building, yet it is significant now during multivariate model building.  This is due to confounding; essentially, the categorical predictor of “Stories” becomes significant due to its interaction with other variables, such as square feet.

c. Initial Variable Selection for Carmel, Indiana
The univariate data analysis for the Carmel, Indiana market can be seen as the “middle-of-the-road” market of the three markets studied.  From the univariate analysis, four of the six predictors were significant.  Like the other two markets, stepwise regression and purposeful covariate selection will work best due to the limited number of predictors.  From this initial variable selection, four variables were found to be significant as shown in Table 6:

Table 6.
Stepwise Selection of Carmel Predictors

6 Predictors

	Predictor
	p-value

	Sq. Feet
	0.000

	Age
	0.000

	Lot Size
	0.003

	Beds
	0.231

	Baths
	0.043

	Stories
	0.001


5 Predictors

	Predictor
	p-value

	Sq. Feet
	0.000

	Age
	0.000

	Lot Size
	0.002

	Baths
	0.116

	Stories
	0.000


4 Predictors

	Predictor
	p-value

	Sq. Feet
	0.000

	Age
	0.000

	Lot Size
	0.003

	Stories
	0.001


Therefore, the three continuous predictors and the categorical predictor of “Stories” are all significant to the Carmel market.  Again, it is interesting to note that “Lot Size” and “Stories” were not significant during univariate model building.

2.  Additional Variable Selection Methods
After familiarization with the data through univariate modeling and initial variable selection via stepwise, best subsets, and purposeful regression, there are additional tests to narrow down a final list of predictors.  First, there is a check on the categorical variables.  The predictors of beds, baths, and stories are categorical variables; each contains a separate p-value for every level of the predictor.  Thus, for beds, there are p-values for houses with 2 beds, houses with 3 beds, houses with 4 beds, etc.  P-values less than 0.05 signify a significant predictor.  P-values greater than 0.05 mean the null hypothesis is true, and do not show any significance that the predictor assists in the overall model.  For the categorical variables, the levels of the predictors can be collapsed based on the individual p-values.  For instance, if the p-values for houses with 3 beds and houses with 4 beds are greater than 0.05, those houses can usually be grouped together or “collapsed” into one group.

Another minor method to visualize factor significance is through main effects plots.  A main effects plot is a plot showing the predictor versus the listed price.  Main effects plots help visualize what levels cost more in a predictor.  They are useful to make conclusions about a predictor’s effect on the model.

a. Additional Variable Selection Methods on Vista, California
The initial p-values for the predictor Beds in Vista, California were:

Table 7.
Initial Categorical p-values for Beds in Vista
	Level
	p-value

	1 Bed
	0.447

	2 Beds
	0.017

	3 Beds 
	0.009

	4 Beds
	0.884

	5 Beds
	0.648


By inspection of significant levels versus non-significant levels, it is easy to redefine the levels for analysis.  There will be three groups: 1) houses with one or two bedrooms, 2) houses with three bedrooms, and 3) houses with four or more bedrooms.  After combining the levels of beds into three levels, the significance of the predictor improved from an initial p-value of 0.023 to 0.007.  Thus, the combining of the categorical predictor in “Beds” served to strengthen the predictor’s significance on the response.  The final significant single predictors are:

Table 8.
Final Significant Single Predictors for Vista
	Predictor
	p-value

	Sq. Feet
	0.000

	Age
	0.007

	LN(Lot Size)
	0.000

	Beds
	0.007


Additionally, a quick glance at the main effects plot for “Beds” shows the factor’s affect on listed price:
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Figure 6.
Vista Beds Main Effects Plot
The steep slope in the plot showcases the predictor’s significance.  Intuitively, however, the graph does not make sense.  How do houses with two bedrooms cost more than houses with four or more bedrooms?  This finding will be kept in mind when the final model is completed, and when conclusions on the model’s accuracy are expressed.

b. Additional Variable Selection Methods on The Woodlands, Texas
The initial analysis for The Woodlands, Texas showed only one possible categorical predictor with conditions to combine the various predictor levels.  The p-values for Baths were as follows:

Table 9.
Initial Categorical p-values for Baths in The Woodlands
	Level
	p-value

	2 Baths
	0.143

	2.5 Baths
	0.048

	3 Baths
	0.637

	3.5 Baths
	0.435

	4 Baths 
	0.968


Because only one significant level exists, the predictor can be sorted into 3 levels: 1) houses with 2 bathrooms, 2) houses with 2.5 bathrooms, and 3) houses with 3 bathrooms or more.  After a restructuring of the Baths predictor, the significance did improve, but not enough to include in the model.  The p-value for Baths improved from 0.285 to 0.222.  Thus, collapsing of the variable did help some.  The final significant single predictors are:

Table 10.
Final Significant Single Predictors for The Woodlands
	Predictor
	p-value

	Sq. Feet
	0.000

	Stories
	0.005


The main effects plot for “Stories” is shown below:
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Figure 7.
The Woodlands Main Effects Plot
From this, one can easily conclude that one-story houses cost more.  Why is this so?  One-story houses cost more because they are not as cost-efficient as a two-story house.  In other words, it costs more money to build a foundation for a one-story house of the same square footage as a two-story house.  
c. Additional Variable Selection Methods on Carmel, Indiana
The data for Carmel, Indiana showed two possible categorical variables for collapsing.  The predictors of Beds and Baths, while not significant initially, showed potential to be significant after collapsing occurred.  The initial p-values for Beds and Baths were:

Table 11.
Initial Categorical p-values for Beds and Baths in Carmel
Beds

	Level
	p-value

	2 Beds
	0.181

	3 Beds
	0.718

	4 Beds
	0.050


Baths

	Level
	p-value

	2 Baths
	0.009

	3 Baths
	0.542

	4 Baths
	0.156


For the predictor for bedrooms, two possible levels exist: houses with less than four bedrooms, and houses with four or more bedrooms.  For the predictor for bathrooms, two possible levels exist: houses with two bathrooms, and houses with three or more bathrooms.  After regression analysis, both predictor’s significance improved, and the Baths predictor improved enough to be significant and included in the model.  The p-value for Beds improved from 0.231 to 0.205.  The p-value for Baths improved from 0.116 to 0.023.  Thus, collapsing these variables added one more predictor to the overall model.  The final significant single predictors are shown in Table 12:
Table 12.
Final Significant Single Predictors for Carmel
	Predictor
	p-value

	Sq. Feet
	0.000

	Age
	0.000

	Lot Size
	0.002

	Baths
	0.023

	Stories
	0.000


3.  Interactions
After all of the single significant predictors have been found, there may still be additional relationships affecting the model.  Relationships between predictors are known as factor interactions.  Factor interactions are easy to check.  In essence, they are just a product of two of the single significant predictors.  Thus, only the significant predictors need to be checked for factor interactions.  Regression analysis is then conducted on the factor interactions with the significant single predictors.

For Vista, California, only one significant factor interaction existed.  There was a significant factor interaction between “Square Feet” and “Lot Size” having a p-value of 0.036 and an F-value of 4.54.  For The Woodlands, Texas, only one factor interaction needed to be checked.  This factor interaction between “
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4.  Model Diagnostics
Model diagnostics and model adequacy can be easily investigated by the examination of the residuals.  This also checks for violations of the five basic assumptions.  Specifically, these assumptions are that the independent observations are adequately described by the model, 
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and that the errors (
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e

) are normally and independently distributed with mean zero and constant but unknown variance.  Model diagnostics can easily be checked by a look at the plots of the residuals.

a. Model Diagnostics on Vista, California
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Figure 8.
Vista Model Diagnostics
The “Normal Probability Plot” is testing for the normality assumption.  If the underlying error distribution is normal, this plot should resemble a straight line.  In this case, it does.  The Residuals versus the Fitted Values plot tests for the constant variance assumption.  In order to meet this assumption, the plot should not reveal any obvious pattern.  The “Histogram of the Residuals” plots tests for the mean of zero assumption.  Again, no patterns should occur and the data should be spread evenly around zero.  The “Residuals versus the Order of the Data” plot tests the assumption of independence.  Like the previous two plots, no patterns or trends should occur in this plot for the assumption to hold true.  From the residuals plots for Vista, California, all five of the basic assumptions seem to be met indicating an adequate model.

b. Model Diagnostics on The Woodlands, Texas
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Figure 9.
The Woodlands Model Diagnostics
From the residuals plots for The Woodlands, Texas, most of the assumptions seem to be satisfied.  Normality, constant variance, and a mean of zero all seem to be present.  However, the “Residuals versus the Order of the Data” plot presents a problem.  The increasing trend seems to present a contradiction to the assumption of independence.  Thus, this model may not be totally accurate in portraying the listed price of a house in The Woodlands, Texas.  Something crucial might be missing from the model.  This will be commented on later.

c. Model Diagnostics on Carmel, Indiana
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Figure 10.
Carmel Model Diagnostics
Looking at the residuals plots for Carmel, Indiana, no violations of any assumptions seem to occur.  The plots do not seem to be as convincing as the Vista, California plots, but they do not violate any of the basic assumptions of normality, constant variance, independence, or a mean of zero.

C.  INTERPRETATION OF FINAL MODELS
1.  Interpretation of Final Model for Vista, California
Table 13.
Final Model for Vista, California

[image: image48.emf]VISTA, CALIFORNIA

Significant Predictors p-value T-value F-value Coefficient

Constant 0.000 9.31 - 418757

Sq. Feet 0.000 9.37 87.83 172419

Age 0.006 -2.84 8.09 -1570.9

LN (Lot Size) 0.000 4.00 16.02 126356

Beds (3 levels) Overall 0.003 - 6.36 -

1-2 Beds 0.071 1.83 - 35449

3 Beds 0.163 1.41 - 15328

4-6 Beds - - - 0

Sq. Feet x Lot Size 0.036 -2.13 4.54 -21179

R-Sq Adjusted 75.72%


From the above table, the model for the listed price of a house in the Vista, California is approximately,
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In the above equation, everything is self-explanatory, except for the categorical predictor part of the equation.  For one or two bedroom houses, the price of the house increases by $35,449.  For three bedroom houses, the price of the house only increases $15,328.  For houses with 4 or more bedrooms, there is no addition to the price.  One important thing to note is the high R-squared adjusted value.  R-Squared (R-sq) values indicate how much variation in the response is explained by the model.  An R-sq Adjusted (R-sq Adj) value accounts for the number of predictors in the model.  The higher the R-sq Adj, the better the model fits the data.  The R-sq Adj value of 75.72% boasts a highly accurate model at predicting price.

Intuitively, everything is the model makes sense.  Additional square feet implies more value, while aging in a house decreases the value.  The bedrooms predictor part of the equation does not make sense.  From the equation, houses with fewer bedrooms cost more.  How can this be?  Perhaps, because there were fewer houses analyzed with more bedrooms, the model focused itself more on the houses with one to two bedrooms.  Another explanation could be due to the general eccentric nature of California markets.  Maybe buyers in California regard larger houses on larger lots as a liability, and therefore, do not want to the spend the time for maintenance on the interior and exterior of the house.

2.  Interpretation of Final Model for The Woodlands, Texas
Table 14.
Final Model for The Woodlands, Texas

[image: image51.emf]THE WOODLANDS, TEXAS

Significant Predictors p-value T-value F-value Coefficient

Constant 0.000 4.07 - 117316

Sq. Feet 0.000 4.73 22.36 49944

Stories (2 Levels) Overall 0.005 - 8.44 -

1 story 0.005 2.90 - 13145

2 story - - - 0

R-Sq Adjusted 17.61%


From the table above, the listed price for a house in the residential neighborhood of The Woodlands, Texas is approximately,
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(7)
For the categorical predictor of stories, one-story houses increase the listed price by $13,145, while two-story houses add no additional value to the listed price.  The Woodlands model, while simple, has many flaws.  First, because there are only two predictors included in the model, it cannot fully represent the entire market.  With an adjusted R-squared value of only 17.61%, great uncertainty exists in the likelihood of this model to accurately predict the listed price.  Additionally, if the house in The Woodlands is two-story, essentially only one predictor, the square feet of the house, is predicting the listed price.  Predicting the listed price solely on square feet is hardly credible in the eyes of most appraisers, real estate agents, and potential buyers.  Some critical additional predictor is most likely missing from this model.

3.  Interpretation of Final Model for Carmel, Indiana
Table 15.
Final Model for Carmel, Indiana

[image: image53.emf]CARMEL, INDIANA

Significant Predictors p-value T-value F-value Coefficient

Constant 0.000 6.88 - 130528

Sq. Feet 0.000 8.32 69.27 43751

Age 0.011 -2.58 6.67 -3171

Lot Size 0.000 3.76 14.11 60807

Age x Baths 0.000 -4.18 17.46 -1763

Age x Stories 0.000 4.19 17.58 4706

Baths (2 levels) Overall 0.000 - 23.23 -

2 Baths 0.000 -4.82 - -59561

3 or more Baths - - - 0

Stories (2 levels) Overall 0.000 - 41.34 -

1 story 0.000 6.43 - 78002

2 story - - - 0

R-Sq Adjusted 70.66%


The Carmel model is the most complex model because it has the most variables.  The listed price for a house in Carmel, Indiana is approximately,
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         (8)
The adjusted R-squared value of 70.66% is supportive of a valid model.  The only drawback in the Carmel model is the high number of predictors involved in the model.  This might be confusing to an appraiser or potential buyer because there are two categorical variables and two factor interactions.  Other than this possible slight difficultly in understanding, the model for Carmel seems to accurately represent the current market there.

D.  PERCENT OF ERROR CHECKS

In the end, how the model appears on paper and how it actually predicts can sometimes be two separate conclusions.  Testing how well the model predicts is a quantitative measure to test the accuracy of the model.  Normally, the percent of error is the easiest method to check the accuracy.  The percent of error is defined as: 
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.  Other methods to test the prediction of a model involve a sum of the differences between the regression price and the actual price.  The first method involves just the sum of those differences divided by the average actual or listed price.  The second method involves taking the square root of the sum of the squares of those differences, and then dividing by the average listed price:
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The first method is a general method for calculating error.  The second method penalizes the model for huge inconsistencies.  Essentially, the squared quantity magnifies huge differences, highlighting inconsistency in the model.


Given the three prediction evaluation formulas, the results did not match what was originally conceived through statistical evaluation.  To evaluate the accuracy of the three models, 15 new data points were found and inserted into the models.  The rank order of the accuracy in the prediction of each model and its associated percent of error is: 1) The Woodlands (7.16%), 2) Vista (13.65%), and 3) Carmel (20.80%).  In fact, The Woodlands model dominated the other two models in all three error measures (See Appendix 5).  The only statistical conclusion that was affirmed was that Vista was an overall more accurate model than Carmel (See Appendices 4 and 6).  There are two possible explanations to explain why The Woodlands model did so well in this test.  The first is luck.  With only 15 data points, it is possible that the right data points were found to make The Woodlands model appear accurate.  The second reason has to do with the range of the prices in the data points for the three models.  The Woodlands model has the smallest range of prices analyzed.  Thus, theoretically, there would be less of a chance to incorrectly predict a price.  The range of houses for The Woodlands was $200,000-$365,000, whereas Vista and Carmel had ranges of $400,000-$1,000,000 and $150,000-$450,000, respectively (see Appendices 1 – 3).

V.
CONCLUSIONS

Models that prove their worth and accuracy in prediction do not necessarily eliminate the current “Comparable Sales” method, but rather serve as an excellent secondary or backup means of verifying the work done by the appraiser.  In conclusion, the models for Vista and Carmel could serve as excellent secondary checks for an appraiser conducting an appraisal in one of those two markets.  The appraiser could conduct his appraisal, and then check his work with the market’s model.  The model for The Woodlands, at the moment, is not accurate in predicting the price, despite the low percent of error.  From the final models, one would rank the accuracy of the models and their associated R-sq ADJ values in the follwing order: 1) Vista, California (75.72%), 2) Carmel, Indiana (70.66%), and 3) The Woodlands, Texas (17.61%).  The final equations for the three neighborhoods of Vista, The Woodlands, and Carmel are:
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The Woodlands: 
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Carmel:
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A.  CONCLUSIONS OF THE VISTA, CALIFORNIA MODEL

Given the strength of the p-values, F-values, and R-sq ADJ value, the Vista model boasts potential to be a very accurate prediction model.  No weaknesses in the model appear to be present.  This model would serve as an excellent secondary check on an appraiser’s work in the Vista area.  The only characteristic of the model that appears to stand out lies in the fact that two-bedroom houses appear to cost more than four-bedroom houses.  Also, the interaction factor between lot size and square feet seems to lower the cost of the house.  Thus, larger houses on larger lots seem to cost less.  This should be the basis for future research in the Vista area.  Perhaps, four-bedroom houses cost less because they are viewed as a burden to clean for the homeowner.
B.  CONCLUSIONS OF THE CARMEL, INDIANA MODEL

The Carmel model also shows potential to be a highly accurate model.  However, the model might present problems given the relative degree of complexity in the model.  Because there are some factor interactions and categorical variables in the model, the model might be harder to understand for some people.  Nevertheless, given the strength of the p-values, F-values and R-sq ADJ value, the model still shows a high degree of accuracy in prediction.  This model could also be used as a secondary check on an appraisal.

C.  CONCLUSIONS OF THE WOODLANDS, TEXAS MODEL
 
Given the weak supporting statistics for The Woodlands model, this model would not be recommended for someone to use in either predicting the price of the house in the area or to serve as a second check to an appraisal.  With an R-sq ADJ value of only 17.61%, the model is inherently missing an unknown predictor.  This would be the basis for future work.  It is possible that there are two qualities of builders in The Woodlands area.  For example, in many modern suburban areas, such as The Woodlands, there is often times a “low-end” and “high-end” quality of builder.  In these situations, two houses may have the exact same characteristics, but will have completely different prices due to the reputation and quality of the builder.  Also, there might be different amenities in the neighborhoods that are harder to quantify in an equation.  Amenities, such as a neighborhood pool, tennis court, clubhouse, playground, etc., often times raise the overall price of houses in the area.  Future work should definitely look into this for any interesting connections between house prices and the quality of the neighborhood amenities.
D.  FUTURE WORK

For future work, a more in-depth analysis of The Woodlands market should be conducted.  Given the low R-sq ADJ value, an unknown predictor exists.  The possibility for competing builders or varying levels of quality in the builder might exist.  If this were looked at sufficiently, another categorical predictor for the “builder” might be included in the model for The Woodlands.  Also, the Vista and southern California market in general should be further analyzed.  It seems that larger houses on larger lots actually cost less than smaller houses on smaller lots.  Intuitively, this does not make sense.  Could it be that people in southern California view the upkeep of larger houses as a burden?  Thus, they do not want to spend the extra time necessary to cut the grass and keep the interior of the house clean.  The Woodlands and Vista markets should therefore receive additional attention to explain these phenomena.    
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APPENDIX 1: VISTA DATA
[image: image64.emf]n Sq. Feet (1000's of ft^2) Age (Years) Lot Size (Acres) Bed Bath Stories

Listed Price ($)

1 1.044 72 0.5 2 1 1 410000

2 0.98 65 0.5 2 2 1 435000

3 1.2 18 0.57 3 2 1 489000

4 0.736 37 2.61 1 1 1 489900

5 1.42 48 0.53 3 2 1 489900

6 1.701 33 0.5 3 2 1 500000

7 1.6 34 0.58 3 2 1 510000

8 1.452 47 0.5 3 2 1 519995

9 1.079 56 0.5 2 1 1 525000

10 1.248 34 0.55 3 2 1 529000

11 2.2 8 0.72 4 3 1 535000

12 1.602 34 0.54 3 2 1 539000

13 1.535 26 0.5 3 2 1 545000

14 1.661 46 0.7 3 2 1 549000

15 3 7 0.5 5 3 1 549000

16 2.1 27 0.5 3 2 1 549000

17 1.944 34 0.59 4 3 2 549700

18 1.492 41 0.59 3 2 1 550000

19 1.519 35 0.55 2 2 1 559000

20 2.088 28 0.59 3 2.5 2 569000

21 1.992 37 0.5 3 2 1 575000

22 1.38 44 0.61 2 2 1 575000

23 1.787 26 0.52 4 2.5 2 579000

24 1.9 30 0.62 3 2 1 590000

25 2.555 47 0.58 4 3 2 610500

26 1.856 77 1.24 2 1 1 614900

27 2 29 0.55 4 3 1 615000

28 1.928 22 0.5 3 2 1 625000

29 2.397 28 1.13 4 3 2 625000

30 2.209 49 0.56 3 3 1 629000

31 1.847 26 0.5 3 2 1 629000

32 2.651 45 0.74 4 2 1 629900

33 2.718 35 0.5 4 3 1 635950

34 2.142 27 0.92 3 2.5 1 638900

35 2.095 34 0.61 3 2.5 2 639000

36 1.964 31 0.94 5 3 1 640000

37 1.37 35 1.16 3 2 1 650000

38 1.82 35 0.59 3 2 1 650900

39 2.4 27 0.5 3 2 1 655000

40 2.311 25 0.5 3 2.5 2 659000

41 1.991 56 1.13 2 2 1 660000

42 2.422 23 0.62 4 3 2 665000

43 3.102 33 0.64 6 3.5 1 669000

44 2.096 27 0.63 3 2 1 675000

45 2.953 29 0.5 4 4 1 675000

46 1.05 66 1.33 3 1 1 675000

47 2.862 28 0.7 4 3 2 679900

48 3 39 0.52 5 2 2 685000

49 3.06 29 1.03 4 2.5 2 689000

50 2.794 19 0.51 4 2.5 2 693000

51 3.136 22 1.38 4 3 2 695000

52 1.816 22 1.12 3 2 1 695000

53 2.669 24 0.5 3 2.25 1 695000

54 3.089 21 0.5 4 3.5 2 699000

55 2.128 27 0.73 3 3.5 1 699000

56 2.257 59 0.82 3 3 2 699000

57 1.829 54 0.79 3 2 1 699000

58 2.8 56 0.92 4 5 1 699000

59 2.3 28 1.41 4 2.5 2 699900

60 2.118 32 0.81 3 3 1 725000

61 3.386 16 0.53 4 3 2 725000

62 2.644 3 0.95 4 3 2 729000

63 1.98 22 0.94 3 2 1 739000

64 2.976 19 0.78 4 3 1 749000

65 3.046 18 1.99 4 2.5 1 749000

66 2.72 3 0.5 3 2.5 1 749000

67 3.145 20 0.5 4 3.5 1 749000

68 2.774 45 1.23 3 3 1 749000

69 1.874 26 1 2 2 2 750000

70 2.935 26 1.06 5 3 2 759000

71 2.75 3 0.56 4 2.5 1 779000

72 2.588 1 0.5 4 3.5 1 784000

73 2.561 22 1 3 2.5 1 789000

74 3.517 30 1.36 4 3.75 2 795000

75 2.265 23 1.79 3 2 1 799000

76 3.248 16 0.6 4 4 2 799000

77 2.975 26 0.51 4 3 1 799000

78 2.693 21 1 3 3 1 825000

79 2.875 6 0.54 4 2.5 1 839000

80 2.863 17 2.15 4 3 2 849000

81 3.1 37 3.08 3 3.5 1 849000

82 3.278 16 0.5 5 3 1 849500

83 2.568 30 1.73 3 4 1 850000

84 2.724 18 0.5 4 2.5 2 850000

85 3.36 1 0.6 5 3.5 1 859000

86 3.504 10 0.5 5 4 2 875000

87 3.693 8 1.51 5 3.5 1 875000

88 3.332 4 0.5 3 2.5 1 880000

89 3.605 25 1.02 4 3 1 895000

90 3.401 1 0.62 4 4.5 2 899000

91 3.627 28 1.28 4 3 1 899000

92 3.75 18 1.22 5 3.5 2 899000

93 3.646 5 0.5 4 4 2 899000

94 3.401 1 1.16 4 4.5 2 943000

95 3.072 17 0.64 4 3 2 955000

96 4.16 1 2.8 4 4.5 1 999000

97 3.123 23 1.06 4 3 1 999000

98 3.132 23 1.02 3 2.5 1 999000


APPENDIX 2: THE WOODLANDS DATA
[image: image65.emf]n Sq. Feet (1000's of ft^2) Age (Years) Lot Size (Acres) Bed Bath Stories

Listed Price ($)

1 2.155 7 0.13 3 2 1 200000

2 2.357 13 0.33 3 2.5 2 200000

3 2.671 25 0.25 3 3.5 1 200000

4 2.584 16 0.18 4 2.5 2 200000

5 3.473 10 0.19 4 2.5 2 200000

6 2.606 25 0.24 4 2.5 2 202000

7 2.4 7 0.17 4 2.5 2 204000

8 2.463 10 0.21 3 2 1 204900

9 2.773 19 0.25 5 2.5 2 204997

10 2.516 6 0.35 3 2.5 1 205000

11 2.656 5 0.19 4 2.5 2 205000

12 2.502 8 0.19 3 2.5 2 207000

13 2.322 10 0.28 4 2 1 209000

14 3.059 14 0.21 4 4 2 209000

15 2.239 12 0.74 4 2.5 1 209900

16 2.607 9 0.17 4 2.5 2 209900

17 2.642 3 0.16 4 3.5 2 209900

18 2.586 5 0.22 4 2.5 2 209900

19 3.132 8 0.18 4 2.5 2 209900

20 2.653 11 0.22 4 2 1 209900

21 2.665 14 0.18 4 2.5 2 210000

22 2.164 11 0.32 3 2 1 210000

23 1.943 5 0.16 3 2 1 210000

24 2.48 29 0.24 4 2.5 2 210000

25 2.495 13 0.2 4 2.5 2 214000

26 2.133 4 0.19 4 2 1 214900

27 2.735 3 0.2 4 2.5 2 215000

28 2.201 4 0.22 4 2 1 215000

29 2.293 2 0.18 3 2.5 2 218000

30 3.466 32 3.22 3 2 1 219000

31 2.265 26 1.08 4 3 1 219900

32 2.371 8 0.66 3 2.5 2 219900

33 2.695 12 0.18 3 2 1 220000

34 2.169 8 0.2 4 2 1 220000

35 2.439 14 0.21 3 2 1 220000

36 2.33 10 0.16 4 2.5 1 224900

37 2.594 8 0.15 4 3.5 2 224900

38 2.532 10 0.23 3 2.5 1 225750

39 3.332 5 0.21 5 3.5 2 226000

40 2.09 5 0.16 2 2 1 226000

41 2.214 30 0.21 3 2.5 2 229000

42 2.191 8 0.22 3 2 1 229900

43 2.322 6 0.49 4 2.5 1 229900

44 2.098 2 0.21 3 2 1 230000

45 2.594 3 0.18 4 2.5 2 231500

46 2.492 2 0.23 3 2 1 234900

47 2.661 13 0.21 4 2.5 2 235000

48 2.639 16 0.18 3 2.5 1 237500

49 2.651 6 0.19 4 2.5 2 238000

50 3.492 5 0.34 3 3 1 239900

51 2.598 1 0.46 4 2.5 2 242384

52 2.336 6 0.18 4 2 1 239927

53 3.049 12 0.17 4 2.5 2 244900

54 2.804 1 0.23 3 3 1 243706

55 2.718 21 0.33 4 2.5 2 244900

56 2.488 14 0.18 4 2 1 249900

57 3.276 13 0.17 4 3 2 254000

58 2.219 9 0.18 3 2 1 249900

59 3.175 1 0.21 4 3.5 2 254900

60 2.447 6 0.16 3 2 1 254500

61 3.601 3 0.24 4 3.5 2 258000

62 2.473 2 0.46 4 2 1 254900

63 3.015 1 0.23 4 3.5 2 258000

64 2.869 10 0.6 4 2 1 254900

65 2.745 3 0.18 4 3.5 2 258900

66 2.955 1 0.22 4 3 1 257990

67 2.863 15 0.18 5 3 2 259000

68 2.431 10 0.46 4 3 1 265000

69 2.587 19 0.21 4 2.5 2 259000

70 2.972 9 0.25 4 3 1 278900

71 3.071 15 0.2 4 3.5 2 265000

72 2.808 5 0.32 4 3 1 285900

73 3.061 7 0.28 5 3.5 2 274900

74 2.772 5 1 3 3.5 1 294900

75 3.021 2 0.16 4 3.5 2 285000

76 2.605 1 0.15 3 2 1 294990

77 3.1 7 0.19 4 3.5 2 289900

78 3.236 35 0.46 4 4 1 299000

79 3.701 15 0.24 5 3.5 2 295000

80 3.209 7 0.3 4 3 1 299900

81 3.346 7 0.2 4 2.5 2 295000

82 2.126 1 0.15 3 2 1 302184

83 2.591 11 0.97 4 4 2 297000

84 2.126 2 0.2 3 2 1 305994

85 3.214 24 1.17 4 4.5 2 299999

86 2.122 39 0.51 3 2 1 307000

87 3.086 1 1 4 3.5 2 299999

88 2.539 1 0.15 3 2 1 313990

89 3.086 17 0.34 4 2.5 2 307000

90 3.1 3 0.66 3 2.5 1 329900

91 3.045 10 0.18 4 3.5 2 310000

92 2.372 11 0.21 2 2 1 339000

93 3.517 8 0.24 4 3.5 2 314900

94 2.24 39 0.55 4 2 1 349000

95 4.035 1 0.28 5 4.5 2 334900

96 2.275 7 0.21 3 3 1 350000

97 3.222 3 1 4 3.5 2 345000

98 2.725 1 0.15 3 2.5 1 350443

99 3.595 7 0.25 4 3.5 2 349000

100 2.772 9 0.19 3 2.5 1 363000


APPENDIX 3: CARMEL DATA
[image: image66.emf]n Sq. Feet (1000's of ft^2) Age (Years) Lot Size (Acres) Bed Bath Stories

Listed Price ($)

1 1.305 11 0.33 2 2 1 154917

2 1.228 10 0.22 3 2 1 157900

3 1.205 12 0.26 3 2 1 159900

4 1.784 52 0.75 3 3 1 162900

5 1.424 5 0.28 3 2 1 164900

6 1.741 28 0.27 3 2 1 168900

7 1.578 29 0.75 3 2 1 169900

8 1.862 40 0.46 4 2 1 172500

9 1.689 29 0.6 3 2 1 174900

10 2.638 53 0.65 3 3 1 184900

11 2.19 34 0.67 4 3 1 187500

12 1.787 8 0.17 3 2 1 189900

13 1.683 7 0.17 3 2 1 194000

14 2.448 52 0.88 4 2 1 199900

15 1.966 41 0.46 3 2 1 199900

16 2.805 39 0.55 4 2 1 199900

17 2.784 52 0.7 3 2 1 219900

18 2.145 7 0.17 4 2 1 219900

19 1.462 49 0.5 3 2 1 225000

20 2.1 6 0.24 3 2 1 227500

21 3.516 30 0.35 4 3 1 239900

22 2.913 1 0.14 2 2 1 260025

23 3.352 1 0.15 2 2 1 269995

24 2.788 19 0.75 3 2 1 279900

25 3.354 33 1.36 3 3 1 279900

26 4.748 41 1.25 4 5 1 289000

27 2.1 19 0.18 2 2 1 299900

28 3.77 17 0.36 4 3 1 300000

29 2.274 7 0.3 3 2 1 309900

30 2.17 4 0.25 3 2 1 332000

31 1.937 1 0.2 2 2 1 332505

32 4.45 1 0.29 3 2 1 332961

33 4.12 2 0.18 3 2 1 349000

34 5.094 1 0.22 4 2 1 373915

35 4.087 21 0.34 4 4 1 375000

36 4.128 10 0.63 3 3 1 384900

37 1.997 1 0.18 2 2 1 399500

38 6.207 2 0.3 4 3 1 399900

39 2.924 43 3.19 3 2 1 425000

40 2.438 2 0.15 3 3 1 435000

41 3.015 6 0.15 3 3 1 449900

42 1.2 15 0.5 3 2 1 129900

43 1.37 51 0.37 3 2 1 133500

44 1.522 38 0.63 3 2 1 134900

45 1.458 9 0.21 3 2 1 139900

46 1.62 47 0.56 3 2 1 139900

47 1.339 48 0.76 3 2 1 149900

48 1.248 53 0.36 3 2 1 124900

49 2.205 2 0.22 3 3 1 499900

50 5.01 9 0.34 4 5 1 499900

51 2.275 24 0.34 4 3 2 200000

52 2.065 8 0.19 4 3 2 206900

53 2.47 7 0.19 4 3 2 209900

54 2.811 18 0.5 4 3 2 209900

55 3.526 21 0.49 4 3 2 209900

56 2.946 7 0.28 3 3 2 214900

57 2.301 24 0.48 4 3 2 214900

58 2.01 24 0.36 4 3 2 214900

59 2.67 4 0.17 4 3 2 218000

60 3.545 5 0.28 3 3 2 219900

61 2.305 19 0.37 3 2 2 219900

62 3.04 11 0.25 4 4 2 220000

63 2.756 35 0.36 4 3 2 220000

64 2.646 34 0.34 4 3 2 222900

65 2.618 12 0.24 4 3 2 224900

66 2.676 9 0.36 4 3 2 225000

67 2.646 11 0.6 4 3 2 228900

68 3.234 11 0.3 4 3 2 229900

69 2.596 13 0.6 3 3 2 229900

70 3.064 5 0.15 4 3 2 232900

71 3.144 4 0.16 4 3 2 239900

72 3.6 16 0.36 4 3 2 242900

73 3.067 15 0.32 4 3 2 248500

74 3.3 11 0.4 4 3 2 249000

75 3.192 9 0.29 4 4 2 254750

76 3.571 33 0.61 4 3 2 256900

77 2.511 14 0.24 4 3 2 258000

78 3.576 6 0.37 4 3 2 269800

79 4.71 8 0.17 4 4 2 279900

80 3.596 14 0.45 4 3 2 279900

81 3.12 13 0.26 4 3 2 284482

82 3.99 19 0.38 4 3 2 286900

83 3.486 14 1 4 3 2 289900

84 4.37 7 0.29 4 3 2 299900

85 3.36 27 0.65 4 3 2 299999

86 4.53 2 0.29 4 3 2 309500

87 4.731 19 0.37 4 4 2 319900

88 4.472 16 0.47 4 4 2 324900

89 3.874 6 0.22 5 4 2 325000

90 4.424 7 0.32 4 4 2 334900

91 4.639 18 0.29 4 3 2 339900

92 4.016 14 0.31 4 4 2 349900

93 4.341 15 0.45 5 3 2 359000

94 5.337 17 0.38 5 5 2 369900

95 4.84 1 0.29 4 3 2 384874

96 5.366 9 0.4 4 5 2 389000

97 5.57 7 0.39 4 4 2 399900

98 4.156 11 0.68 4 4 2 414000

99 6.031 1 0.27 4 3 2 424520

100 4.555 14 0.6 4 3 2 449900


APPENDIX 4: VISTA MODEL ACCURACY CHECK
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APPENDIX 5: THE WOODLANDS MODEL ACCURACY CHECK

[image: image68]
APPENDIX 6: CARMEL MODEL ACCURACY CHECK
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[image: image70.emf]n Sq. Feet (1000's of ft^2) Stories Listed Price ($)

REGRESSION PRICE ACTUAL PRICE

Difference Percent Error (true) Percent Error (obs) Differences^2 abs |diff|

1 2.325 2 220000 $233,436 $220,000 $13,436 6% 5.76% $180,520,721.64 13435.8

2 2.202 1 220000 $240,438 $220,000 $20,438 9% 8.50% $417,699,090.79 20437.69

3 2.322 1 224500 $246,431 $224,500 $21,931 10% 8.90% $480,967,357.42 21930.97

4 2.271 1 224900 $243,884 $224,900 $18,984 8% 7.78% $360,385,573.66 18983.82

5 2.611 2 245000 $247,720 $245,000 $2,720 1% 1.10% $7,397,225.01 2719.784

6 2.738 2 259900 $254,063 $259,900 ($5,837) 2% 2.30% $34,074,398.18 5837.328

7 2.494 1 259900 $255,021 $259,900 ($4,879) 2% 1.91% $23,801,362.42 4878.664

8 2.717 2 265000 $253,014 $265,000 ($11,986) 5% 4.74% $143,667,839.77 11986.15

9 2.8 2 275000 $257,159 $275,000 ($17,841) 6% 6.94% $318,294,144.64 17840.8

10 2.588 1 280000 $259,716 $280,000 ($20,284) 7% 7.81% $411,437,735.11 20283.93

11 2.817 2 284900 $258,008 $284,900 ($26,892) 9% 10.42% $723,166,325.63 26891.75

12 2.627 1 285000 $261,664 $285,000 ($23,336) 8% 8.92% $544,574,123.28 23336.11

13 3.146 2 295000 $274,440 $295,000 ($20,560) 7% 7.49% $422,720,837.15 20560.18

14 3.074 1 329900 $283,989 $329,900 ($45,911) 14% 16.17% $2,107,833,143.39 45911.14

15 3.82 2 349000 $308,102 $349,000 ($40,898) 12% 13.27% $1,672,639,860.33 40897.92

AVG % Error 7.16% 7.47%

[image: image71.emf]n Sq. Feet (1000's of ft^2) Age (Years) Lot Size (Acres) Bed Bath Stories Listed Price ($) Age*Baths Age*Stories

REGRESSION PRICE ACTUAL PRICE

Difference Percent Error (true) Percent Error Difference^2 abs |diff|

1 1.836 50 0.9 3 3 2 169900 150 100 $313,181 $169,900 $143,281 84% 45.75% $20,529,483,933.45 143281.1

2 2.638 53 0.65 3 3 1 184900 159 53 $164,508 $184,900 ($20,392) 11% 12.40% $415,846,388.71 20392.31

3 1.966 41 0.46 3 2 1 189900 82 41 $181,324 $189,900 ($8,576) 5% 4.73% $73,553,161.83 8576.314

4 1.877 11 0.17 3 3 2 194500 33 22 $233,458 $194,500 $38,958 20% 16.69% $1,517,711,505.41 38957.82

5 2.448 52 0.88 4 2 1 194900 104 52 $206,050 $194,900 $11,150 6% 5.41% $124,313,758.55 11149.61

6 2.572 4 0.19 4 3 2 199900 12 8 $258,417 $199,900 $58,517 29% 22.64% $3,424,227,819.68 58516.9

7 2.305 19 0.37 3 2 1 219900 38 19 $234,485 $219,900 $14,585 7% 6.22% $212,711,869.78 14584.65

8 2.268 10 0.23 4 3 2 229900 30 20 $253,261 $229,900 $23,361 10% 9.22% $545,730,620.93 23360.88

9 3.804 36 1 4 3 2 249000 108 72 $392,036 $249,000 $143,036 57% 36.49% $20,459,241,225.93 143035.8

10 3.042 5 0.28 4 3 2 249900 15 10 $285,405 $249,900 $35,505 14% 12.44% $1,260,569,662.27 35504.5

11 3.732 11 0.24 4 3 2 284900 33 22 $318,872 $284,900 $33,972 12% 10.65% $1,154,124,777.10 33972.41

12 4.62 33 0.73 5 3 1 289900 99 33 $331,167 $289,900 $41,267 14% 12.46% $1,702,943,004.89 41266.73

13 4.087 21 0.34 4 4 1 339900 84 21 $292,158 $339,900 ($47,742) 14% 16.34% $2,279,325,586.05 47742.28

14 5.35 6 0.39 5 4 2 429900 24 12 $383,445 $429,900 ($46,455) 11% 12.12% $2,158,106,047.38 46455.42

15 3.782 5 0.25 3 3 1 449900 15 5 $370,428 $449,900 ($79,472) 18% 21.45% $6,315,793,697.79 79471.97

AVG % Error 20.80% 16.33%
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