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ABSTRACT

In the fight to combat terrorist activity, the use of predictive tools has a strong allure. The Threat Mapper tool for ArcGIS was created in order to aid in “forecasting future threat activity.” Based on a database of threat activity locations and a user determined number of geographic features and bounds, the program uses an algorithm to predict future activities based upon the spatial characteristics of a given event. The resulting “threat map” consists of a visual map showing levels of threat as well as a file with simple numerical analysis of the map. Currently, these numerical results lack a robust measure of the accuracy of the map. Because the time spent running each iteration is costly, the goal is to create a statistical measure of the significance of changes in the parameters of the map and provide a measure of “good enough” in an imperfect world. 

This thesis compares new measures of accuracy with the current measure of accuracy in order to evaluate the effectiveness of the current method and to provide alternative measures. This study contains several contributions: the use of correlations to further explore the feature selection process; the use of ROC curves and their area as a new measure of model accuracy; and the measurement of the true positive rate of a threat map according to a fixed, acceptable false positive rate. Providing the most effective measure prevents the user from wasting critical time on models that do not provide significant improvement.
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I. introduction
As the United States Army fights in the wars of today, many argue that the greatest threat comes from terrorist activity and not from any sort of conventional fighting force. The wars have taken on an asymmetrical nature, and this time of war is very difficult for a large, conventional force to fight for a number of reasons. The greatest of these is the nature of the mission of the terrorist actors and their manner of achieving their aims, to produce casualties, regardless of their nature. They often fail to distinguish between civilian and military personnel.
 Such a lack of distinction makes it even more difficult to combat the threat. Additionally, the difficulty springs from tracking the seeming disjointed efforts of the different members of the insurgency movement.

Attacks often occur with little warning because of the nature of the terrorists. They do not wear a uniform and they blend into crowds of civilians and non-combatants easily, which allows them to appear and disappear quickly as they commit acts of terrorism. Historically, it has been very difficult to take measures to actively prevent terrorist attacks. One of the few options at the disposal of the counter-insurgency forces has been to heighten security and make often feeble attempts at predicting and preventing future attacks, however unpredictable they may be.

The Army is looking for ways to predict these “random” attacks with more certainty. The development of geographic information systems (GIS) in recent years has provided a powerful tool for analyzing databases of spatial information. Analysis of this spatial information has become a very powerful tool because it contains not only the locations of events, but also numerous other pieces of data such as dates and times, classifications, sizes, etc. For example, when the Army records spatial information for an event such as an improvised explosive device (IED) attack or discovery, they may include not only the location, but also the date/time group, the unit that encountered it, the classification of the IED (i.e. person-borne, vehicle-borne, buried, etc.), the damage done, the status of its builder, and various other data values for each object. The strength of GIS is the ability to collect and use all of this data related to each feature and perform powerful calculations on all of the aspects of the data.

The untrained human eye can often distinguish patterns, or at least clustering, in the spatial data by merely viewing the points plotted on any x-y coordinate graph or map. Even so, this ability provides little more than a mere observation. A GIS helps analysts make sense of the trend and possibly find some sort of cause-and-effect relationship. This can then be turned into actionable data. The benefit of analyzing the spatial data with GIS is that such analysis has the potential to extract subconscious patterns in terrorist activities, in spite of attempts to maintain randomness.
 
While the spatial analysis capabilities of GIS are powerful, the analyst must take a number of steps in order to harness this power. Often the steps require a substantial amount of training. For this reason, in 2004, the United States Army Training and Doctrine Command (TRADOC) Analysis Center (TRAC) and the Engineer Research and Development Center - Topographic Engineering Center (ERDC-TEC) began the development of a tool to harness the power of GIS in a more user-friendly manner. The result of the effort was Threat Mapper, a tool designed to make spatial forecasts for a variety of “events,” ranging from mortar and IED attacks to weapons caches and safe houses, and to augment tactical intelligence operations.
 A more in-depth explanation of the working of Threat Mapper is in the background portion of this paper.
II. Background

Many of the developments which preceded the creation of Threat Mapper revolved around spatial prediction techniques used by domestic law enforcement for the prediction of crime-related events. These law enforcement agencies have been working for many years to find some sort of effective predictor for crime. One of the original spatial analysis concepts which law enforcement agencies have used for prediction is the concept of clustering, or “hot spots.” The idea is that if there has been a high concentration of events, such as crime, in a certain area, there is a high probability that those events will occur again in a similar fashion. This assumes away any of the changing nature of crime as well as the common characteristics of those committing the crime. Simple density models such as spatial point density and spatial kernel density do little to explain why events occur in a certain location and do little more than highlight concentrations of events that most analysts would likely see without any tools.

In an attempt to explain the occurrence of events, researchers began to study spatial preference models. The difference between spatial preference models and the majority of the spatial prediction models is that the spatial preference models take into account distances from important geographic or cultural features. The spatial preference model uses a Gaussian distribution about the location of a significant event to represent the diminishing strength of the event in the formation of the model. Using these events and features in concert, the analyst is able to make inferences about the location of these significant acts that include a relation to the surrounding features, in addition to simple location and clustering.

One of the results of this spatial preference modeling was the Threat Mapper extension and its resulting threat map output. By changing the features used, the analyst is able to produce variations in the threat map. Therefore, throughout the process of creating the threat map, it is necessary to determine the feature set that will lead to the most accurate threat map, or depiction of areas of high threat. More often than not, an experienced analyst should be able to parse out some features based upon past experience and intuition about the impact that features have on given event datasets.
A.
threat Mapper Density algorithm 

The following algorithm used by Threat Mapper is based upon a modified version of the density algorithm demonstrated by Brown, Dalton and Hoyle.
,
 Given i as an index for a set of I features (i = 1, 2, …,  I), g as the index for G grid points (g = 1, 2, …, G) within a specified area of interest (SAOI), and n as an index for N events (n = 1, 2 , … , N). It is possible to calculate the distance from the feature i to event n represented by xin and then use this distance to create a density function for the distance to feature i written
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with U(•) representing a kernel density operator and k as an index of an array of grid squares. The grid square index, g, later replaces the variable k.
At this point, converting the area into a grid that is then stacked in a 1 x G array, the k becomes g as the index of the grid array. The joint density for a single grid point with distances from key features 1, 2, …, I is 



And c is a constant of proportionality. By substituting equation (1), the formula for the likelihood of attack based upon spatial preference, dividing by N  to account for the number of features included in the model.
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Assuming a Gaussian uncertainty and inserting a Gaussian kernel in (1), equation (3) becomes 
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Where σi is the bandwidth in the Gaussian kernel given by the normal reference density. This measure statistically represents the data spread of the given feature. Generally, the greater the bandwidth, the lower the influence on the threat map.

The density score ρ(xg) is the primary response of the Threat Mapper program. The density score is not a probability; it is a distinct measure that represents the affinity of the model of certain locations for the given event, generally ranging from -1 to approximately 20, depending on the model. Greater density scores represent a greater affinity and small density scores indicate a lack of affinity. For intelligence purposes, the ultimate purpose of these densities is to create a shading scheme overlay specific to each threat map. The shades represent the different levels of threat according to one of two classification schemes (a sixteen band scheme or an eleven band scheme). There are a number of other resultant values and scores available, but all of them relate to the density response and the input values. The program also outputs a “model accuracy score” that is relative to the specific parameters of the model.

B.
prior work
In one of the preliminary studies of the spatial preference model, Donald Brown, from the University of Virgina, applied this method to breaking and entering incidents in Richmond, VA for a given time range within the year 1997. The specific model which Brown uses for this study incorporates a different methodology for determining density scores. While the primary response is still a density score for each grid square, his scoring method takes into account both spatial and time referencing. This research provides a preliminary start point to find a better comparison score for the Threat Mapper model.

What follows is the technique which Brown used to create his accuracy measure. In order to check the results, he converts all of the density scores to a 0.0 to 1.0 scale. To make the conversion, there must be a large set of N sample locations, uniformly and independently distributed over the SAOI in addition to the incident points. Let sg be the g-th sample grid point. He denotes the density estimate at the grid location, s, as ρs. The following equation,

 QUOTE [image: image10.png]“EPRaler =P



 


[image: image11.wmf])

(

)

100

(

1

å

=

³

=

I

i

s

s

s

g

H

N

p

r

r


In this case, 
 is 1 if 
, and 0 otherwise. Assuming that the sample size is appropriately large for the SAOI, density estimates result in scaled percentile scores.
 The percentile score represents the likelihood of an event’s occurrence at location s. 

Repeating the process for each of the grid squares within the SAOI, the result is a measure of likelihood for which it is possible to expand and make comparisons between density outputs. Additionally, it becomes easier to run statistical analysis on the response. This appears to be a promising tool for working with the Threat Mapper algorithm and examining the strength of the models created by the program.

C.
objective and research questions

1.
Objective
The primary objective of this study is to investigate alternative methods for measuring and evaluating the Threat Mapper model performance.

2.
Research Questions

The study addresses the following research questions:

a. How well does the model perform its intended purpose?
b. What factor levels have the greatest influence on the response – e.g., the density level in the grid cells and the accuracy of the map which they produce?

c. By what response measures can the analyst determine whether the threat map can provide legitimate contribution to actionable intelligence?

d. Is there a more effective method of reporting the model accuracy score to the user?

D.
JUSTIFICATION OF STUDY

Threat Mapper calculates a “model accuracy score.” The Threat Mapper User’s Guide warns more than once that this score is far from an “accuracy percentage” in that it does not guarantee that the map has any certain probability of being right. Instead, it is merely a relative comparison tool. It is a ratio that tells the user how the model compares to another model of the same scope.
 For example, when comparing two variations on the same model (i.e. different feature set selections holding all else constant), the score of one may reach 0.30 in comparison with a score of 0.28 for the other. While this does tell us that the first model is better than the second, it provides no assurance that the model is really good, only better.

The model accuracy score is a function of the number of times that an event from the testing set fits within the k​-th band and the event receives weight relative to the band in which it fits. The accuracy score is as follows:



Where the index, k = 1, 2, …, K, represents bands, N is the number of test points, and Nk is the number of test points falling in the k-th band. By multiplying the value of the index by the proportion of the test points, the formulate places weight on the bands, thus placing more emphasis on bands with a higher rank.
The intent is to provide alternatives that measure the accuracy, or predictive power, of a given model with more certainty. It is true that patterns in theaters change as enemies change their own tactics, either intentionally or unintentionally, but the hope is to be able to accurately predict with greater certainty a large number of the events that do continue to occur conditional upon the right environment.

The creation of the new model performance measure would also help extrapolate the model into areas outside of this area of study. It would help the analyst to find the important figures within the SAOI and use the effect of those features to create a new map outside of the original area of study.
E.
definition of terms

· *Density: The amount of some measureable attribute per unit area or volume. Here, density refers to the amount of likelihood that a given location is a future location for the event of interest (e.g., mortar attack point of origin (POO), IED attack location, weapons cache). The density maps are shaded darker where the density is higher. The threat map produced by Threat Mapper is a density map.
· *Event, Event Data: The point-type behavior data that are the object of the forecasting effort. Threat Mapper will accept input of any point-type data as the event data (e.g., mortar POO, IED attacks, rocket attacks, weapons caches, car bombs, leader locations, mobile missiles). In the simplest case, the event data is drawn from the SAOI. However, the event data may come from an area that may share any degree of overlap with the SAOI, from complete overlap (the simplest case), to no overlap (such as when the analyst wants to project a behavior from one area into a new region). 
· False positive rate: The rate at which a value is predicted to be a positive instance and it is not (in other words, the false alarm rate). It is the ratio of the number of false positive instances over the total number of negative instances.
· *Feature, Feature Data: A feature is a single measurable characteristic of spatial information. In many cases these will be terrain or map features (e.g., forest, bridge, road, river). Features also include Blue data (e.g., convoy routes, checkpoints, FOBs), Red data (e.g., weapons caches, attack locations, safe houses), and cultural data (e.g., ethnic boundaries, religious boundaries, population densities). Note that one of the Red features will often be the event data set for a particular model (e.g., IED attacks). In all cases, that event feature must not be included in the feature set.

· *Feature Set: The collection of features that are brought into the modeling process, either in aggregate in ArcMap, or in smaller numbers to produce an individual threat map.

· *Feature Space: An abstract term that refers to the manner in which spatial similarity in Threat Mapper is measured. Contrast feature space with geographic space, in which spatial similarity between two objects is measured simply by the Cartesian coordinate distance between the two objects. In feature space, measurements are made, not directly between objects, but instead between the objects and explanatory features (see feature). Locations that are far apart in geographic space can be quite close in feature space (spatially similar), and vice versa.
· Raster: A spatial data model that defines space as an array of equally sized cells arranged in rows and columns and containing a value representative of some attribute.
· *Spatial Similarity: The degree of analytic closeness, as measured in feature space, between two locations. The numerical value assigned to the spatial similarity between a location and a set of events is used to build the threat map.

· *Specified Area of Interest (SAOI): The extent of the threat map produced by Threat Mapper. The SAOI is usually defined by a single polygon shapefile that bounds the area of analytic concern for the problem.

· *Testing Set: A subset of event data that is not used in building the model. Instead, the test set is used to evaluate the performance of the model output. In the empirical modeling process, the training set is used to build the model and the test set is used to measure the predictive power of the model.

· *Threat Map: The graphic display between a set of events and an SAOI, as measured in feature space. The coloration of the map is determined by the classification and coloration of the densities over the threat map.

· *Training Set: A subset of event data that is used in building the model. It is the training set that the model uses to determine the relationships between the incidents and the explanatory features and build the threat map.
· True Positive Rate: The rate at which a value is predicted to be a positive instance and it is. It is a ratio of the number of true positive instances over the total number of positive instances.

III. data and modeling

A. data
The data for this project comes from TEC. All of the geographical and feature data comes from the Urban Tactical Planner (UTP) that TEC produces for Baghdad, Iraq. This is a tool that merges imagery, maps, and geographic features into one integrated device. While the UTP provided the static data for the study, the active data, or event data, came from a database containing all significant enemy actions in Iraq for the years from 2004 to 2007. This geodatabase contained a number of descriptors for each event, including, at a minimum, date, location, and type of action. 

The static data was all available in ArcGIS format through the UTP, so little work was necessary to prepare the data for analysis. The geographic extent of the available data within the UTP served as the extent for the Threat Mapper study as well. Although significant actions data are available for all of Iraq, for this study, it must be narrowed to encompass only that data for which there is sufficient feature data for measurement. In the case of Iraq, the great volume of the feature data only exists for urban areas, and thus the cause for limiting the extent. In addition to narrowing the data geographically, it is necessary to narrow the temporal range of the data. For the sake of this testing, the year of interest was the year 2004. By narrowing the timeframe, the effect of trends over time, for which the model is unable to account, would hopefully have less of an impact on the data. Additionally, by choosing to model the year 2004, it is possible to continue the study for subsequent years in order to validate the model and eventually bring it forward to the current time. Lastly, in order to focus more upon specific actions, IED attacks were chosen specifically from the overall set of significant acts for the given geographic area and time.
For testing purpose, the event data should be split into a training and a testing set. Even though the model does not include time in the density calculation process, it is important to check and make sure that the results accurately represent the most recent time period. It uses an 80/20 chronological split for the training and testing sets, respectively. This yields 1348 points in the training set and 337 points in the testing set. 
The result of interest from the input data and the Threat Mapper extension is ultimately an array of raw density scores and a model accuracy score. These two elements of the output provide the majority of the data for the measurements and calculations in the study.
B. Methodology

During the first portion of the study, the response of interest is the model accuracy score which Threat Mapper outputs. These model accuracy scores were used to conduct a number of screening experiments to isolate the impact that the user-defined input has on the model accuracy score. During the second part of the study, the arrays of raw density scores serve to create the ROC curves and their performance measures for the same conditions as the first portion of the study. Finally, the analyst compares the resulting values to show the result and make recommendations.
1. Grid Resolution

Before seeking alternative performance measures, it is necessary to understand the current performance measure and how it relates to changes in the levels of grid resolution. The grid resolution is the size of the squares that make up the grid within the SAOI. According to the “Threat Mapper User’s Guide,” the grid resolution should be within a certain range. At the small end, it recommends that the resolution not be much higher than 50 meter grid cells so as to not have a higher accuracy than of the input data. At the other end, the guide recommends that the resolution not drop too far below 1000 meters for the sake of operational accuracy. The recommended grid size is between 100 and 200 meters.
 The recommendation takes into account only the spatial requirements of the data. The guide also mentions that one must keep in mind that for every time that the grid size is cut in half, the program requires four times the amount of time to run.
 This is another reason why it is important to understand the impact of the grid resolution on the model accuracy score: run time is costly and an equally “good” model with a shorter run time is clearly more practical.
2. Model Accuracy Score

After determining the effect of changes in grid resolution, it is necessary to determine the effect that the feature set has upon the model accuracy score. This is done by running the program with a range of different features and a fixed grid resolution (0.001 decimal degrees) and comparing the resulting model accuracy scores. Much of the resulting data for the model accuracy score measurements comes from the runs that were performed in observing grid resolution. 
After the creation of the threat map with all ten features  included (see Table 1), the work becomes less time-consuming as the program stores the distance values and only necessitates the calculation of the distance arrays for a given feature and grid resolution one time. As such, all subsequent combinations of features with anything less than the full feature set become easier. 
 
	Feature Number
	Feature

	1
	Cultural Key Features

	2
	Operationally Significant Key Features

	3
	Landmarks

	4
	Police and Government Buildings

	5
	Mosques

	6
	Police Stations

	7
	Interstate Roads

	8
	Primary Roads

	9
	Secondary Roads

	10
	Bridges


Table 1. Initial Full Feature Set
Following the creation of the model based upon the full feature set, a model was created for each feature individually to see their specific model accuracy score. Generally, the model accuracy score for a single feature should not approach the score of the best combination of multiple features. 
Combination of features followed the building of the individual score maps. The first process was the addition of features one-by-one, adding the feature with the highest individual model accuracy score first, all the way to the lowest score. The purpose of this was to check to see that neither the best individual feature, nor the combination of all ten features created the model with the highest score. Rather, the best score was for some combination in between. The second process was to build the model in the reverse order, using the worst feature first and subsequently adding better and better feature until the model contains all ten features again. This too was to check the impact that the addition of features had on the model accuracy score. Lastly, in order to make another attempt at improvement, the model with the highest score according to the feature addition process (I = 3 features) was used as an initial model and then single features were added, replacing them one at a time so that seven four-feature models were created. 
3. Correlations
The initial testing from the previous section of this study was not based firmly upon any sort of time-tested method. Because time is costly, the effective selection of features is important. With unlimited time, it would be possible for the user to try every single possible combination of features. The fact of the matter is, time is limited and so there must be a way to approach a good solution without an exhaustive search of the feature combinations.
 Typically, no single feature can explain all of the events in a threat map. Conversely, too many features can over-fit the map. Either way the predictive results without feature selection are often poor and it is necessary to find some balance between a single feature and all of the features.
One simple tool that analysts use is the correlation matrix. The correlation matrix provides a numerical representation of the similarities between different features. For the Threat Mapper features, after creating the first map at a given location, the program outputs a file, specific to each feature, with an array of distances from the center of each grid square to the nearest occurrence of the specified feature. The program also outputs a file with its own grid-to-feature correlation matrix. By using this correlation matrix, it is possible to narrow down the number of features which must be included in the model. 
In order to draw out more clearly the effect that feature reduction by correlation had on the model, eight additional features were added to the overall feature set (Table 2). 
	Feature Number (cont’d from initial set)
	Feature

	11
	Ditch (Water Feature)

	12
	Elevated Conveyor

	13
	Levy (Water Feature)

	14
	Pipeline

	15
	Power Transmission Line

	16
	Railroad—Multi-track

	17
	Railroad—Single-track

	18
	Primary Roads


Table 2. Feature Selection (cont'd)

In spite of the correlation matrix available in the Threat Mapper output, the initial correlation matrix was created in  Microsoft Excel by placing the distance arrays for each of the features into the program and using the CORREL() function to create the array. Excel has a limitation of 65,536 rows in a given spreadsheet. The results of the majority of the initial runs were all created according to a grid distance of 0.001 decimal degrees. These maps produced 150,397 values (299 rows by 503 columns) in each array, meaning that by using Excel, over half of the data would be lost. For this reason, the new grid distance for the rest of the testing was 0.0015 decimal degrees (199 rows by 335 columns equals 66,665 values). Even using this resolution, a number of cells could not be used (1129 values or just less than five columns of data).
  Using this correlation matrix to identify the features with strong resemblance, it is necessary to remove one of these features. The features were removed by order of decreasing correlations from highest to a threshold correlation of 0.40. The choice for feature removal between two correlated features was based upon the model accuracy score. When comparing two correlated features, the feature with the higher model accuracy score was retained and the other was removed.
4. Receiver Operating Characteristic Curves and the Area under the Curve
a. ROC Curve Creation 

For a number of years, the receiver operating characteristic (ROC) curve has been a popular technique of measurement within the statistical community. The primary use of the ROC curve in this study, as in other studies, is to “judge the discrimination ability of various statistical methods that combine various clues, test results, etc. for predictive purposes.”
 Due to the importance of accurate predictions in the medical community, much of the work done establishing and improving the ROC has been done by members of that same community 
Receiver operating characteristic curves depict a tradeoff between true positive rate, or “hit rate,” and false positive rate, or “false alarm rate” of a classification predictor. The true positive rate is a ratio of those grid squares that are positively classified to the total number of positive events, or grid squares. Conversely, the false positive rate is the ratio of negative events incorrectly classified to the total number of negative events or grid squares.
 Values on both axes extend from zero to one for their respective rates and thus, the maximum possible area under the curve is one. 

The curve is created by varying the prediction threshold across all possible decision variables within the classifier and then comparing the predicted outcome with the real outcome in order to determine the respective rates. By explaining the meaning of several points within the ROC curve, the overall nature of the curve should become more clear. The point (0, 0) would occur at the lowest threshold where every single positive instance has a higher actual decision value than that value. Therefore, the classifier fails to produce any false alarms, but it also fails to produce any true hits. Any values along the diagonal through the point (1, 1) represent a classifier which does no better than a randomly chosen number would do at predicting the outcome of an event. Anything to the northwest of this diagonal line represents some degree of effectiveness as a classifier. The point (0, 1) represents a perfect classifier where all of the predicted positives are true and none are false. In other words, for a perfect classifier, every single positive instance would be represented by a higher decision value than any of the negative instances. Although the result of interest is the whole area under the curve, the curves for the majority of the models should exist in the area to the northwest of the diagonal line.
 In layman’s terms, the ROC curve is a graphical representation of the ability of the classifier to place higher decision values on positive instances than on negative instance. 
The ROC curve has a corresponding result that provides a numerical value in the process. This is the area under the curve (AUC). The AUC is a numerical value and because it is derived from a curve that is one unit by one unit, its maximum value is also one and its minimum value is zero. All AUC values will fall somewhere between this range. Similar to the meaning of the ROC curve, the AUC is a proportion that represents the ability of a given classifier to correctly place higher value on positive instances than on negative instances. This means that when taking a randomly chosen positive instance and a randomly chosen negative instance, the probability that the positive instance will be ranked higher than the negative instance is the same as the AUC.

There are a number of ways to calculate this AUC value, each with its own benefits and drawbacks. The first way to calculate the value is by using trapezoidal integration. This is the simplest method and it does not require its user to make any assumptions regarding the distribution of the data, but it is problematic because it underestimates the value due to the fact that it uses straight lines instead of curved lines that would fit more closely. The error could be minimized by using a significant number of points by which to measure the curve.
 Another available method is the Mann-Whitney U-statistic which is equivalent to the AUC. 
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As demonstrated by Erich Lehmann.
 The denominator of the U-statistic is the product of both the number of positive events, p, and the number of negative events, b. R is the value of the rank of a negative instance. This encompasses all possible combinations of the positive and negative events. According to Hanley and McNeil, clearly not all of the comparisons of possibilities are independent, but they are included anyway for ease and then accounted for later on through the use of the standard error evaluation.

b.
Threat Mapper and ArcGIS formatting
Before it is possible to create these ROC curves, it is necessary to undertake certain steps to prepare the data appropriately. When beginning to use the event data, it exists in the format of a table with latitude and longitude columns to identify the location. A table in this format does nothing to identify positive and negative cells. Therefore, it is necessary to create an array that represents the nature of each grid square (positive or negative).
This process includes a number of steps that are based upon readily-available ArcGIS resources. To aid the overall process, it is necessary to create a compound, user-defined tool. All that is needed is the point shape file containing the event data and the ArcGIS toolbox with the Spatial Analyst toolbox and the Conversion toolbox. 
The first step in the conversion is to use the Point Density tool within the Spatial Analyst toolbox. The purpose of this is to complete the initial conversion from point data to raster. While it does not convert the data itself, it creates a new raster file that measures the number of times that an instance of the point file occurs within a grid square as defined by the grid size, map dimensions, and map location of the Threat Mapper output. The user must define the cell output size based upon the grid resolution from the map(s) with which it will be used. The user can modify this conversion by ensuring within the environment settings that the extent is the same as the threat map output. Otherwise, the dimensions of the output are based upon the extent of the event data which may be greater or less than that of the threat map. It is essential that these grid squares line up accurately. 
After converting the data into the raster format, the values for each cell exist as any number of integer values according to the density. Using the Reclass tool within the Spatial Analyst toolbox, it is necessary to give every cell with any value other than zero (meaning that it is a positive cell) a value of one, while keeping the values of zero the same. This file is still a raster file, but it now consists entirely of cells with binary values of either zero or one to represent negative and positive events, respectively.
 
The final step in the data conversion process is to use the Raster to ASCII tool in the Conversion Tools toolbox. This is a simple process that uses the reclassified raster as the input and outputs a delimited text file, which it is then possible to use in any number of statistical analysis programs.
5. True Positve Rate at a Given False Positive Rate
A third possible performance evaluation measure which is fairly simple, but provides yet another measure of comparison for the data is the value of the true positive rate on an ROC curve at a given false positive rate. This allows for a certain level of leeway for the analyst in determining the threshold for measurement. While the full ROC curve contains the tendencies over the entire value of false positive rates, this measure does more to distinguish only the performance at a more critical level of assurance. For example, the user could choose to measure the amount of hits achieved when the allowable false alarm rate is one in ten. Because the curves are not based upon continuous functions, this rate could then be compared to the rate at different thresholds. This would enable the analyst to distinguish certain ranges for which there are greater or lesser degrees of variation.

In addition to this process, Dr. Donna Katzman McClish proposed yet another measure of the ROC curve where it is possible to measure the area under only a portion of the ROC curve. This too allows the analyst to distinguish the performance over only a range of false positive rates. The difference is that the area under a portion of the curve measures the performance over the whole range, while measuring only the true positive rate at a given false positive rate fails to reveal any sort of this trend.
 While McClish’s method for analysis of a portion of the ROC curve shows some serious promise as an alternate performance measure, it was not a part of the actual analysis in this study.
6. Rankings and Comparisons
Following the creation of the different evaluation measures it became necessary to evaluate the relationship between the different performance measures. Although the different performance measures all exist on a scale of zero to one, the relationship between model scores differs from function to function. For this reason, a direct comparison of values was not viable and neither was any sort of scaling of the results. 
In order to simplify the comparison, it became necessary to make the comparison by a ranking of the scores provided to each threat map output by the different evaluation measures. Maurice Kendall created a statistic, τ, which he labels a rank correlation coefficient. This is commonly known as Kendall’s tau.
 The method by which this measure was applied to this specific study is fairly simple. 
Kendall’s tau represents the ratio of the score for the value of actual ranks to the score of the possible ranks. This score is created by summing all of the ranks to the right (given that ranks are placed in increasing order from left to right) of a given rank that have a greater value or are in the “correct” position relative to the given rank. While this technique applies to ranking methods for which there is an absolute ranking system, it can also apply to the comparison between methods by placing one of the methods in correct numerical rank order and comparing the corresponding ranks for the each of the same feature sets. The general equation for τ exists as follows:
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Given k represents the result of counting all greater numbers to the right (following the same convention as before) of lesser-valued ranks and n is simply the number of values within the set.

When comparing rankings to an objective ranking, τ represents the closeness of the created ranking to correctness, but when used in relation to another created ranking, τ represents the compatibility of the two rankings. One can think of it as measuring the accuracy of one ranking if the other ranking were determined to be objective.
 By using this measure, as a means of comparison, it is possible to determine the level of similarity between different ranking systems.
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IV. results
A. 
Model Accuracy Scores
As has already been mentioned, the focus of the initial testing was two-fold. It first focused on the grid resolution to ensure that, within a given range, it did not play a significant role in the value of the model accuracy score. The second focus was on feature selection which was far more in-depth, but it was also far more significant.

1. Grid Resolution

The testing of the grid resolution consisted of seven different resolution settings with thirteen different feature sets. The process of selecting the specific feature sets was insignificant as it was only necessary to create enough different sets to demonstrate that the resolution setting had little to no impact across the board. Below is a graphical representation of the variation in model accuracy scores due to changing grid resolution.
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Figure 1. Comparison of model accuracy scores within feature selection

As the chart shows, only one value for one of the feature sets makes a significant jump based on change in resolution. While there are a small number of feature sets for which the resolution actually changes the ranking, the change is not significant enough to warrant further investigation. 
2.
Feature Selection

Unlike the study of the grid resolution, the study of the feature selection requires a much more in-depth process, mostly because it is the central question of this study. The grid resolution for the first part of the study was 0.01 decimal degrees because it was the middle point of the initial set of seven different grid resolutions. Each of the three initial processes for evaluation of the model accuracy score are in Table 3. The graphical representation of the three models follows. All three models are present in Figure 2 in order to show the comparison and the simplify the comparison of values.
	Single Feature
	
	Best Feature Addition
	
	Worst Feature Addition

	
	
	
	
	
	
	
	

	Feature
	Score
	 
	Feature Set
	Score
	 
	Feature Set
	Score

	8
	0.2208
	
	8
	0.2208
	
	9
	0.1433

	10
	0.2205
	
	8,10
	0.2412
	
	9,3
	0.1629

	7
	0.1974
	
	8,10,7
	0.2681
	
	9,3,6
	0.1677

	1
	0.1906
	
	8,10,7,1
	0.2675
	
	9,3,6,5
	0.1675

	4
	0.1836
	
	8,10,7,1,4
	0.2645
	
	9,3,6,5,2
	0.1758

	2
	0.1699
	
	8,10,7,1,4,2
	0.2561
	
	9,3,6,5,2,4
	0.1802

	5
	0.1530
	
	8,10,7,1,4,2,5
	0.2271
	
	9,3,6,5,2,4,1
	0.1872

	6
	0.1521
	
	8,10,7,1,4,2,5,6
	0.2133
	
	9,3,6,5,2,4,1,7
	0.1951

	3
	0.1465
	
	8,10,7,1,4,2,5,6,3
	0.2017
	
	9,3,6,5,2,4,1,7,10
	0.1965

	9
	0.1433
	
	1-10
	0.2025
	 
	1-10
	0.2025


Table 3. Table of the model accuracy scores for varying feature sets.
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Figure 2. A comparison of different feature selection methods.

As figure 2 shows, every combination of features, except for one in the Best Feature Addition process outperforms the combination of all ten features. Additionally, in the Best Feature Addition process, every combination outperforms every combination from the Worst Feature addition process. The best combination of features (8, 10, and 7) found through this method returns a model accuracy score of 0.2681. This score was almost the highest score in the study with one exception, features 8, 10, 7, and 4. This demonstrates that  
The previous results led to the use of feature correlations to create a more intelligent feature reduction process. It was clear that the feature should not consist of all available features and it should also not just be any combination of features. In theory, this feature reduction process would yield something close to the optimal combination of features. Below is a table of the values of these feature sets as well as another graphical representation. The grid resolution for these models is 0.0015 decimal degrees due to the constraints of Excel. 
	Feature Count
	Removed Feature
	Correlation Range
	Score

	18
	None
	N/A
	0.1855

	17
	18
	0.9-1.0
	0.1900

	16
	3
	0.8-0.9
	0.1963

	15
	16
	0.8-0.9
	0.2136

	14
	6
	0.7-0.8
	0.2321

	13
	12
	0.7-0.8
	0.2444

	12
	14
	0.7-0.8
	0.2447

	11
	17
	0.7-0.8
	0.2400

	10
	4
	0.6-0.7
	0.2280

	9
	13
	0.6-0.7
	0.2551

	8
	1
	0.6-0.7
	0.2571

	7
	9
	0.5-0.6
	0.2633

	6
	7
	0.5-0.6
	0.2397

	5
	2
	0.5-0.6
	0.2405

	4
	5
	0.4-0.5
	0.1663


Table 4. Results of feature reduction by feature correlation

[image: image27.emf]Feature Reduction by Correlation

0.1500

0.1700

0.1900

0.2100

0.2300

0.2500

0.2700

0.2900

18 17 16 15 14 13 12 11 10 9 8 7 6 5 4

Feature Count

Model Accuracy Score

Score


Figure 3. Graph of feature reduction process
In this process, there was clear improvement with the removal of the most highly correlated features followed by a drop in score with the removal of the next few features. There is then another marked improvement when the feature count reaches a range of between seven and nine. The majority of the improvement occurs when removing features with a correlation of greater than 0.7. This is a trend that is most likely to be consistent with other datasets. What is strange is the additional jump at a correlation of 0.5 to 0.6. The jump may not be related specifically to the correlations, but rather it could be related to factors unknown to the analyst at the current time. 
Additionally, if one compares the best values in this correlation process with the best values in the Best Feature Addition process, the best values in the feature addition process are slightly better than the best values in the correlation process. While this observation is interesting, it is not very significant due to the fact that these different scores come from maps with different grid resolutions. This does not mean that there is no meaning to this distinction. It only means that the measures should not be compared unless they have been adjusted to match the grid resolutions. 
B. 
Alternative Evaluation measures 
The purpose of the initial runs of Threat Mapper was to establish groundwork against which to compare the results developed through the alternative evaluation measures. The results of two measures that others have examined with but currently do not exist in the Threat Mapper program. Because rank statistics provide the easiest method for comparing these alternative methods, all three results are present for twenty-five different maps that all have a grid resolution of 0.0015 decimal degrees.
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Figure 4. ROC Charts for Threat Maps 91 and 118.

	Threat Map Number
	Feature Set
	AUC Score
	AUC Rank
	Model Accuracy Score
	Model Accuracy Score Rank
	TP (FP=0.1)
	TP (FP=0.1) Rank

	91
	1,4,7,8,10
	0.8199
	3
	0.2635
	2
	0.5255
	6

	116
	1-18
	0.7913
	17
	0.1855
	17
	0.4809
	15

	117
	4,7,8,10
	0.8105
	9
	0.2660
	1
	0.5231
	7

	118
	11
	0.3930
	25
	0.1054
	25
	0.0771
	25

	119
	12
	0.5659
	23
	0.1298
	23
	0.2041
	22

	120
	13
	0.6195
	21
	0.1355
	22
	0.2271
	20

	121
	14
	0.6704
	18
	0.1943
	15
	0.3369
	18

	122
	15
	0.5222
	24
	0.1397
	21
	0.2080
	21

	123
	16
	0.6668
	19
	0.1432
	20
	0.1689
	24

	124
	17
	0.6591
	20
	0.1816
	18
	0.2990
	19

	125
	18
	0.6094
	22
	0.1292
	24
	0.1768
	23

	126
	Minus 18
	0.7947
	16
	0.1900
	16
	0.4733
	16

	127
	Minus 3
	0.8000
	14
	0.1963
	14
	0.4856
	14

	128
	Minus 16
	0.8052
	13
	0.2136
	13
	0.4867
	13

	129
	Minus 6
	0.8128
	8
	0.2321
	11
	0.4976
	12

	130
	Minus 12
	0.8173
	4
	0.2444
	7
	0.5063
	10

	131
	Minus 14
	0.8154
	6
	0.2447
	6
	0.5093
	9

	132
	Minus 17
	0.8137
	7
	0.2400
	9
	0.5229
	8

	133
	Minus 4
	0.8059
	12
	0.2280
	12
	0.4980
	11

	134
	Minus 13
	0.8204
	2
	0.2551
	5
	0.5430
	2

	135
	Minus 1
	0.8165
	5
	0.2571
	4
	0.5400
	3

	136
	Minus 9
	0.8223
	1
	0.2633
	3
	0.5504
	1

	137
	Minus 7
	0.8090
	11
	0.2397
	10
	0.5352
	4

	138
	Minus 2
	0.8098
	10
	0.2405
	8
	0.5324
	5

	139
	Minus 5
	0.7958
	15
	0.1663
	19
	0.4550
	17


Table 5. Evaluation measures with relative rankings
In Table 5, above, Maps 126 – 139 have feature sets designated by “Minus [number].” Beginning with Map 126 and progressing down the table each subsequent map contains one less feature from full feature set where that feature is designated by the number in “Minus [number].” The “Threat Map Number” within the table represents the number that was assigned to each threat map by the program during the course of this study. It serves as a reference number within the study. Figure 4, above, shows the ROC curves for two different threat maps, 91 and 118. Threat map 91 is ranked third based upon the AUC value of 0.8199. This is close to the best value within in the entire data set. Threat map 118 on the other hand is ranked as the “worst” of all of the scores with an AUC of 0.3930. Threat map 118 contains only one feature (ditches). The fact that the AUC is below 0.50 is actually significant in that it represents a negative predictive ability for positive events. In other words, there is a 61% (1-0.39) probability that a randomly chosen positive event will actually rank lower than a randomly chosen negative event. This could provide aid in feature selection. Feature 11 creates a very poor threat map by all measures, but when used in conjunction with other features, it is likely that it plays a significant role by acting as a repelling factor for significant events. It is notable as well that this feature remained in all of the threat maps when using correlations to conduct feature reduction. This may have been due to its strength when used in conjunction with other features or simply to its lack of correlation with other features. Further work should be done to study this case as it would be helpful to determine the effect that this feature has upon different combinations and could then expand to other cases where the AUC indicates a negative predictive ability.

The final piece of analysis consisted of measuring the “compatibility”
 or rank correlation between the different alternatives, including the baseline, or model accuracy score. Kendall’s tau represents this relationship well. There were some interesting results. By comparing each of the alternatives, there were three resulting values of τ. All of the results were fairly close. The value of τ for the comparison between model accuracy score and the AUC for all of the threat maps within this sample was 0.76. This was the highest of the compatibility scores for the set of threat maps available for study. Surprisingly, the lowest compatibility rate was between the AUC and the True Positive Rate at a False Positive Rate of 0.10. In theory, this should be the closest as it has been taken from the same curve as the AUC. What this signifies is that the curves at the false positive rate, 0.10, do not necessarily match the overall trend of the ROC curves.
	Model Comparison
	Concordance, τ

	MAS vs. AUC
	0.7569

	MAS vs. TP(FPR = 0.1)
	0.7323

	AUC vs. TP(FPR = 0.1)
	0.7138


Table 6. Kendall’s tau scores, representing concordance of ranking alternatives.
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V. Conclusion

The Threat Mapper model has promise because it uses not only the physical location of events, but also the features which surround it, to create a visual aid for prediction of enemy activity. It is already clear that there are certain factors which have more impact on the threat map than others. For example, the grid resolution seems to have little to no significant impact on the map as long as it is kept within a reasonable range as suggested by the “Threat Mapper User’s Guide.” On the other hand, the feature selection has a tremendous impact on the resulting threat maps. 

What the current version of Threat Mapper lacks is a significant measure of the “goodness” of the model. The current measure only provides some relative assurance without an absolute measure of comparison. By creating an alternative measure, the analyst may better determine at what point his efforts are no longer bringing significant gains in quality of intelligence. Because there is some difficulty in determining the value of a map, it is important to create an alternative evaluation measure. 
Two methods which this paper presents revolve around the receiver operating characteristic curve (ROC) curve and their application to the Threat Mapper model should be considered the primary contribution of this paper. The first method, the area under the entire ROC curve, measures the effectiveness of the density scores over the entire range. This area under the curve reflects the probability that the classifier, a.k.a. density score, places higher scores on positive instances than it does on negative instances. 
The other evaluation measure, which also relies on the ROC curve, is the true positive rate at a fixed false positive rate. This measure takes thousands of events and narrows the value down to one specific event. This method does allow the user to take some account for the allowable false alarm rate as defined by the user, but it is so specific that it may not represent the actual classifier.

While the numbers of the different evaluation measures, both old and new, may not be entirely different, there is still some difference. The significance of the ROC curve is not that it is absolutely a better stand-alone evaluation measure. It is significant because of the tremendous amount of statistical research and study that has already been done on ROC curves. There is a clear, easily-definable definition for the primary measures used within the ROC curve (AUC, true positive rate, false positive rate, etc.) Additionally, there are established methods for conducting significance testing on ROC curves and their values. All of these make the ROC curve and its derivatives very promising for use with the Threat Mapper program. 
VI. Future Work

There is still a substantial amount of work that can be done within the Threat Mapper program. There are possibilities for expansion both within the algorithm as well as within the evaluation measures. 

Although this study did not explore in-depth the density algorithm that is fundamental to Threat Mapper, it is still possible to seek improvement of the results. One shortfall, in particular, is the failure of the Threat Mapper model to take temporal factors into account. The breaking and entering study from which Threat Mapper is took into account time in addition to the other factors. This discrepancy may have been due to factors unknown to the author, but the exploration may still be of some value.
There are a number of possible directions that the results of this study point. The existence of significance testing for ROC curves show promise. By using significance testing, the analyst can determine at what point the effort is no longer producing significant results. Exploration of better-defined methods of feature reduction should be explored concurrently with the significance testing. This will allow the analyst to not just show the significance of the results, but also to ensure that that significance is relevant for “better” results.
Another direction that shows promise is the use of the partial ROC curve as an evaluation measure for model effectiveness. This would allow the analyst to focus specifically on a range of acceptable false positive rates while still maintaining the nature of the curve as opposed to a single point.  With this measure as well, there has already been substantial work done to establish techniques for measuring these partial curves. Based upon this prior work, the main requirement is again to apply these partial curves specifically to the Threat Mapper model. 
Much of the theory of this work revolves around the ROC curve. Further exploration will likely lead to even further possibilities. The ROC curve has a broad range of applications and variations that should be explored thoroughly. In exploring those, one should hope that new ideas arise both within the realm of the ROC curve and without. 
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