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A COMBINATORIAL DESCRIPTION OF THE FREE MODULES
IN A FREE RESOLUTION OF A MULTIGRADED MODULE

AMANDA BEECHER

Abstract. This thesis analyzes the structure of the T-resolution, which is a con-

struction of a free resolution for any multigraded R-module, where R = k[x1, . . . , xm].

It was orginally described by the linear algebraic structure of a presentation matrix.

Here, we will describe much of the resolution from a matroid associated to the finite

free presentation without reference to the linear algebraic structure. Encoded in

this matroid is the rank of the free modules in the resolution. We use this number

to find a suitable simplicial complex whose top reduced homology is canonically

isomorphic to the underlying vector space of a free module in the resolution. We

completely describe the free modules of the T-resolution combinatorially from a

matroid defined from the presentation matrix. We also use the T-resolution to

give sharp upper bounds for the Betti numbers of a finitely generated multigraded

resolution in terms of the first two Betti numbers and the rank of the module. We

use the sharp bounds to establish bounds for the multigraded Bass numbers of a

finitely generated multigraded module using Alexander duality.
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Introduction

This thesis is divided into three parts. The first section is background information

to aid in our understanding of the problem and the solution. The content of the

last two sections are papers that are to be submitted for publication. At this time

”Upper Bounds for Betti Numbers of Multigraded Modules” has been accepted for

publication by the Journal of Algebra. The last chapter shall be submitted soon.

The first section is the background for the results of the last two sections. We begin

by introducing multigraded modules and free multigraded resolutions. The Taylor

resolution for monomial ideals is described and shown to be supported by the chain

complex of a certain simplicial complex. In this way, the Taylor resolution is described

completely combinatorially. The main problem is to describe the construction called

the T-resolution completely combinatorially as well. The T-resolution is described

in section 1.3. Before we can review this, however, we must review properties of

matroids in section 1.2, because the T-resolution uses a matroid in its construction.

Section 1.4 gives us a convenient way to view matroids as simplicial complexes. We

also describe the broken circuit complex and the reduced broken circuit complex.

The latter is the simplicial complex whose top dimensional reduced homology will

be shown to be canonically isomorphic to the vector spaces of the T-complex, called

the T-spaces. We review two methods for identifying the canonical basis for the

reduced homology with a set called a β-system. These will be used interchangeable

in Section 3 to ultimately create the canonical isomorphism. The last subsection will

describe properties of the lattice of flats from Section 1.2, the Möbius function on

this lattice, and also a process called Möbius inversion. It also reviews the keystone

to our arguments, Crapo’s beta invariant. This number will be shown to be both the

dimension of the T-spaces and the dimension of the reduced homology of the reduced

broken circuit complex.

In ”Upper Bound for Betti Number of Multigraded Modules,” we give an upper

bound for a finitely generated multigraded module in terms of its first two Betti

numbers and the rank of the module. More specifically,
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Theorem 1. For i ≥ 2, we have

βi(L) ≤
(

β1(L)

β0(L)− rankL+ i− 1

)(
β0(L)− rankL+ i− 3

i− 2

)
.

We also give an example of a multigraded module that will achieve these bounds

in each homological degree. Therefore, these are sharp upper bounds. We go further

to use these bounds to obtain upper bounds for the multigraded Bass numbers of a

finitely generated multigraded module.

In Section 3, we describe the T-spaces of the T-complex of a multigraded module

L completely in terms of a matroid defined by a presentation matrix. We show

Theorem 2.

dimTS(φ) = β(M∗),

where β(M∗) is Crapo’s beta invariant of the matroid M∗.

This number is also the top dimensional non-zero reduced homology of the reduced

broken circuit complex from Section 1.4. We use this to show that

Theorem 3.

H̃l−1(BC(M∗); k)
∼=−−−−−−−→

canonical
TS(φ)

Using the same construction for each T-flat, we will show that all the vector spaces

in the T-complex are isomorphic to reduced homology of a simplicial complex. Since

the basic cycles of the reduced broken circuit complex are defined with integer coef-

ficients, this gives a description for the free modules of a resolution of an R-module

where k is not necessarily a field. The last main result of this thesis describes one

component map of the T-complex as the induced connecting map δ from the reduced

chain complexes of the reduced broken circuit complex. This is given in the following

commutative diagram

Theorem 4.

0→ H̃l−1(BC(M∗\a); k)→H̃l−1(BC(M∗); k)
δ→H̃l−2(BC(M∗/a); k)→ 0

∼=
y ∼=

y ∼=
y

0→ TS\a(φ/a) −→ TS(φ) −→ TS\a(φ\a)→ 0,
2



where l is the level of S and a = max(S).

We hope to describe all maps in the T-resolution completely combinatorially from

the matroid presentation. This would allow the entire T-complex construction to

extend to the case when k is no longer a field.
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1. Background

1.1. Multigraded Modules and Multigraded Resolutions. We introduce the

reader to the definitions of multigraded modules and multigraded resolutions. We

define the Taylor resolution for monomial ideals and give its combinatorial descrip-

tion. This creates a template for a combinatorial description of the free resolution an

arbitrary multigraded module.

Let R = k[x1, . . . , xm] be the polynomial ring in m variables over a field k. The

polynomial ring has the decomposition into vector spaces

R =
⊕
a∈Nm

k · xa,

where we write xa for the monomial xa1
1 · · · xamm ∈ R.

A multigraded module over R is a module L with a decomposition

L =
⊕
b∈Zm

Lb as abelian groups so that k · xa · Lb ⊆ La+b, for all a, b

where for a = (a1, . . . , am), b = (b1, . . . bm) ∈ Zm, we write

a+ b = (a1 + b1, . . . , am + bm)

and

lcm(a, b) =
(

max(a1, b1), . . . ,max(am, bm)
)
.

Thus R is a mulitgraded module over itself.

The element c · xa is a multihomogeneous element of R. A multihomogeneous ideal

of R is an ideal generated by multihomogeneous elements. The homogenenous ideal

m = (x1, . . . xm) is the unique maximal multihomogeneous ideal of R.

If z is a multihomogeneous element inside a multigraded R-module, we write deg z

for its multidegree. In particular, deg(xa) = a. More generally, if A = {z1, . . . , zk}

is a collection of multihomogeneous elements in a multigraded R-module, we set

degA = lcm(deg z1, . . . , deg zk).

For example, the deg m = 1 = (1, . . . , 1).
4



The shift of a multigraded R-module L, L(a), is the multigraded R-module so that

L(a)b = La+b. Notice that if L = R then R(a) is the free R-module generated by

the element x−a since R(a)−a = Ra+(−a) = R0. A finitely generated free multigraded

module F has the form F ∼=
⊕k

i=1 R(−di), where each summand of F is generated

in multidegree di.

If L and N are multigraded R-modules, then a multigraded R-module homomor-

phism is an R-module homomorphism ψ : L→ N so that ψ(La) ⊆ Na.

A free presentation of an R-module L is an exact sequence

Rs → Rt → L→ 0.

A complex of R-modules is a sequence of R-modules Fi and R-module homomor-

phisms Fi −→ Fi−1 such that the compositions Fi+1 −→ Fi −→ Fi−1 are all zero. If

R = k then we have a vector space complex.

A resolution F of an R-module L is a complex of R-modules

F : · · · → Fl
ϕl→ Fl−1 → · · · → F1

ϕ1→ F0 → 0

with the extra properties that

(1) Imϕl = kerϕl−1; i.e., the complex is exact for l ≥ 1.

(2) Coker(ϕ1) ∼= L.

If, in addition, all Fi are free R-modules then we call F a free resolution of L.

We will often augment the resolution F and say it is a free resolution if

F : · · · → Fl
ϕl→ Fl−1 → · · · → F1

ϕ1→ F0 → L→ 0

is an exact complex.

A resolution F is a multigraded free resolution of a multigraded module L if the

Fi are multigraded free modules and the maps are multigraded R-module homomor-

phisms.

It is well known that every multigraded R-module L has a minimal free resolution,

F : · · · → Fl
ϕl→ Fl−1 → · · · → F1

ϕ1→ F0 → L→ 0
5



i.e., F is a multigraded free resolution and the image of ϕl : Fl → Fl−1 is contained

in mFl−1 for all l.

Theorem 1.1. [6, Theorem 6.3.15] Any free resolution of a multigraded R-module L

contains a minimal free resolution as a direct summand.

Corollary 1.2. Any two minimal free resolutions are isomorphic.

The ith Betti number in multidegree j of L is defined to be the number

βi,j(L) = dimk(Tor
R
i (L,k))j

and the numbers {βi,j(L)} are called the multigraded Betti numbers. The number of

generators of Fi in multidegree j of the minimal free resolution of L are the graded

Betti numbers of L. The ith Betti number of L is the number

βi(L) = rankFi =
∑
j

βi,j(L).

If we have any free resolution of L, then we have upper bounds for the Betti

numbers since the minimal free resolution embeds in the given free resolution. The

detection of this embedding is elusive, so there are many papers developing tools to

determine the minimal free resolution.

It is an open problem to find an explicit combinatorial description for the minimal

free resolution of an arbitrary multigraded module over R. This problem is well-

studied but still open, even for L = R/I where I is a monomial ideal. The Taylor

resolution [15] gives a free multigraded resolution for L where I is an arbitrary mono-

mial ideal, however it is not in general minimal. The most concise description can be

found in [8] and it is the one we follow here.

Let I = (m1, . . . ,mt) be an ideal generated by t monomials. Let Fs be the free

module on basis elements eJ , where J is a subset of length s of {1, . . . , t}. Set

mJ = lcm{mj | j ∈ J}. For each pair J,K such that J has s elements and K has

s− 1 elements, define

cJ,K =

 0 if K 6⊂ J

(−1)k−1mJ/mK if J = K ∪ {jk} for some k
6



where J = {j1, . . . , js} and j1 < . . . < js. Define ds : Fs → Fs−1 to be

ds(eJ) =
∑
K

cJ,KeK .

We see that all the free modules and all the maps are described completely from

the monomial ideal I, or equivalently, from the free presentation

Rt

(
m1 . . . mt

)
−−−−−−−−−−−→ R −→ R/I → 0.

From the description and the fact this is a free resolution of R/I we have that

βs(R/I) ≤
(
t
s

)
for all s. Chapter 3 is devoted to giving an upper bound for the Betti

numbers of any multigraded module.

Example 1.3. Let I = (x2y, xz, z3). Then the Taylor resolution T of R/I is

0→ R(−x2yz3)


z2

−1

xy


−−−−→

R(−x2yz)

⊕

R(−x2yz3)

⊕

R(−xz3)


z z3 0

−xy 0 z2

0 −x2y −x


−−−−−−−−−−−−−−−→

R(−x2y)

⊕

R(−xz)

⊕

R(−z3)

(
x2y xz z3

)
−−−−−−−−−−−→ R→ R/I → 0

We see this resolution is not the minimal free resolution because the image of the

the generator in multidegree x2yz3 in the second component is the generator with

multidegree x2yz3 which is not contained in the maximal ideal of R(−x2yz3). This

can be read from the maps by noticing that the entry corresponding to this map is a

nonzero element of the field k.

Consider the field k as the image of the map R → k where we send each xi to

1 ∈ k; i.e., k ∼= R/(x1 − 1, . . . , xm − 1). By tensoring the resolution T with k we
7



obtain the underlying vector space complex

T⊗R k : 0→ k


1

−1

1


−−−−→ k3


1 1 0

−1 0 1

0 −1 −1


−−−−−−−−−−−−→ k3

(
1 1 1

)
−−−−−−−→ k→ 0.

For an arbitrary monomial ideal I the underlying vector space complex for the

Taylor resolution is

0→ k −−−→ k( t
t−1) → . . .→ k(t1) −−−→ k,

which may be identified as the reduced chain complex of the t-simplex with coefficient

in k. We save the description of the chain complex until Section 1.4 where we will

need simplicial complex results.

Alternatively, if we know the underlying vector space complex U and the mono-

mial ideal I, then through a process called homogenization, one constructs the free

resolution U ⊗kR by defining the generator of the free module recursively as follows,

F1 = R(−m1)⊕ . . .⊕R(−mt) and given Fi define eq ∈ Fi+1 to have multidegree

deg(eq) = lcm{deg(ep) | ep ∈ Fi and (p, q)− entry of the matrix 6= 0}.

So, for monomial ideals, it is enough to construct the underlying complex of vector

spaces over k and then homogenize.

This thesis makes strides in reinterpreting the construction of the T-resolution

described in Section 1.3 in terms of the combinatorics and topology of simplicial

complexes associated to a matroid. As an immediate benefit we obtain an explicit

basis for the T-spaces that underly the T-resolution, thus providing an approach in

the spirit of Taylor’s. In addition, our description is the first step in realizing the

goal of defining the resolution where k is any ring, not just a field.

1.2. Matroid Theory. We review basic results from matroid theory and give some

examples. In the next subsection, we will use many of these concepts in the con-

struction of the T-Resolution. Additional results are given that will be needed for

understanding the last section of this thesis.
8



A matroid M is a pair (S, I) where S is a finite set and I is a nonempty collection

of subsets of S satisfying the following :

(1) If X ⊆ Y and Y ∈ I then X ∈ I.

(2) IfX, Y ∈ I and |X| = |Y |+1 then there exists an x ∈ X\Y so that Y ∪{x} ∈ I.

If X ∈ I then it is called an independent set. If X /∈ I then it is called a dependent set.

We call a maximal independent set a basis of M. A circuit is a minimal dependent

set. A circuit A so that |A| = 1 is called a loop.

A matroid M is called connected if for every pair of distinct element x and y in S

there is a circuit of M containing x and y. Otherwise it is disconnected. If a matroid

M has a loop, then it is disconnected. Indeed, since a loop {x} is a circuit, then any

circuit containing y 6= x will not contain x by minimality.

Proposition 1.4. [17, Corollary of Theorem 1.5.1] Every basis of M has the same

cardinality.

The cardinality of a basis of M is called the rank of M. More generally, the rank

of X ⊆ S is the number rMX = max{|Y | | Y ∈ I, Y ⊆ X}. Notice that rMX = |X|

precisely when X ∈ I and for any circuit A we have that rMA = |A| − 1. The level of

a subset A is defined to be the number lA = |A| − rMA − 1. Notice that the circuits

are all of level 0. In [16], Tchernev defines a T-flat of M as a union of circuits of M.

We will denote the collection of T-flats of level k by Tk(M), and the collection of all

T-flats by T (M).

Example 1.5. Given a finite set of vectors in a vector space, one creates a matroid

with them by letting the independent sets be those subsets of the vectors that are

linearly independent. In this way, the rank of the subset X is the dimension of the

subspace spanned by the vectors of X.

Example 1.6. Another way to construct a matroid from a finite set S is from a set

map φ : S −→ W where W is a k vector space. Then we extend this to a map of

vector spaces φ : US −→ W where US has basis {ei|i ∈ S}. Continuing with the same

notation, we let UI be the vector space spanned by {ei | i ∈ I ⊆ S}, VI the vector
9



space spanned by {φ(ei) | i ∈ I} and V = VS. Then we form a matroid M on S where

the independent sets are precisely those subsets X ⊆ S such that dimk VX = |X|. For

instance, let φ be the map sending

1 7→ (1, 0)

2 7→ (1, 1)

3 7→ (1, 2)

4 7→ (1, 0)

and S = {1, 2, 3, 4}. Then

I = {∅, {1}, {2}, {3}, {4}, {12}, {13}, {23}, {24}, {34}}

and the circuits T0(M) = {{123}, {234}, {14}}. Also, the rank r{14} = 1 and r{24} =

2. We may also represent the map φ as a matrix

φ =

1 1 1 1

0 1 2 0

 ,

where for each i ∈ S, ei is the ith column of the matrix. Thus a matrix defines

a matroid on the set of column vectors under linear independence as in the above

example.

When a matroid M can be formed in this way, we call M a representable matroid.

We call φ : US → W a representation of the matroid M.

Example 1.7. A uniform matroid, Ur,n is the matroid where each r element subset

of S is a basis of M with |S| = n. The circuits of Ur,n are all r + 1 element subsets

and more generally the set

Tk(Ur,n) = {X | |X| = r + k + 1}

for 0 ≤ k ≤ n− r − 1.
10



A subset Y ⊆ S is a flat of M if for every x ∈ S\Y , rY ∪{x} = rY + 1. A maximal

flat is called a hyperplane of M. Clearly, if H is a hyperplane of M, then rH = rM−1.

The closure of A, A, is the unique smallest proper flat that contains A and has the

same rank as A. Clearly, F = F where F is a flat of M.

Example 1.8. When M is a representable matroid, then the vectors in A span the

same subspace as the one spanned by the vectors of A.

Example 1.9. The hyperplanes of the uniform matroid Ur,n are all r − 1 subsets of

S. The flats of Ur,n are all subsets of S whose cardinality is less than or equal to r−1

and

A =

 A if |A| ≤ r − 1

S otherwise.

Proposition 1.10. [17, Theorem 1.8.3] A flat is the intersection of hyperplanes.

Remark 1.11. Ordering the flats of a matroid by inclusion gives a ranked lattice

called the lattice of flats and is stratified by the rank of the flat. Clearly, this is the

intersection lattice of the hyperplanes of M from Proposition 1.10.

The dual matroid M∗ of M has vertex set S and basis of M∗ are all subsets S−B,

where B is a basis of M. The circuits of M∗ are C ∈ S so that S−C is a hyperplane

of M. Consequently, a set A ⊆ S is a T-flat of a matroid M if and only if S\A is a

proper flat of the dual matroid M∗ by definitions and Proposition 1.10.

In the dual matroid, the rank is the number rM
∗

A = |A| − rMS + rMS\A. In particular,

the rank rM
∗

S = |S| − rMS , which is obvious from the definition of M∗.

Example 1.12. U∗r,n = Un−r,n

Consider the lattice of flats of the dual matroid ordered by inclusion. If we take

complements of entries in the lattice, this creates a lattice of T-flats in the matroid

ordered by reverse inclusion and ranked by

rM
∗

SrA = |S| − rMS − |A|+ rMA = lS − lA,
11



for a T-flat A. Therefore, the lattice of T-flats of a matroid M ordered by reverse

inclusion is isomorphic to the lattice of flats of M∗ ordered by inclusion. We will

often use these interchangeably. We need to consider both, because Tchernev [16]

uses the lattice of T-flats in the construction of the T-resolution, but the lattice of

flats is used by Ziegler [19] to define the labels that define a β-system.

Example 1.13. The lattice of flats of U3,4 ordered by inclusion.

1234

EEEEEEEE

yyyyyyyy

mmmmmmmmmmmmmmmm

QQQQQQQQQQQQQQQQ

VVVVVVVVVVVVVVVVVVVVVVVVV

12

~~~~~~~~

BBBBBBBB
13

nnnnnnnnnnnnnnnn

RRRRRRRRRRRRRRRRRRR 14

iiiiiiiiiiiiiiiiiiiiiiiiii

VVVVVVVVVVVVVVVVVVVVVVVVVVV 23

lllllllllllllllllll 24

hhhhhhhhhhhhhhhhhhhhhhhhhhhh

BBBBBBBB
34

nnnnnnnnnnnnnnnnn

1

UUUUUUUUUUUUUUUUUUUUUUUUUUU 2

DDDDDDDDDD 3

zzzzzzzzzz
4

iiiiiiiiiiiiiiiiiiiiiiiiiiii

∅

The lattice of T-flats of U∗3,4 = U1,4 ordered by reverse inclusion.

∅

FFFFFFFFFF

xxxxxxxxxx

lllllllllllllllllll

RRRRRRRRRRRRRRRRRRR

VVVVVVVVVVVVVVVVVVVVVVVVVVVVV

34

{{{{{{{{

CCCCCCCC
24

mmmmmmmmmmmmmmmmm

SSSSSSSSSSSSSSSSSSS 23

hhhhhhhhhhhhhhhhhhhhhhhhhhh

VVVVVVVVVVVVVVVVVVVVVVVVVVV 14
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Example 1.14. Let φ =

1 1 1 1

0 1 2 0

 and M the matroid defined by φ as in

Example 1.6. Then the lattice of T-flats of M is
12
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and the lattice of T-flats of M∗ is

1234

EEEEEEEE

{{{{{{{{{

4

CCCCCCCCC 1 23

zzzzzzzzz

∅

We end this subsection by recalling two fundamental matroid operations and how

the representation transforms under these operations. The restriction of M to A,

M|A is the matroid on A with I|A = {X ⊆ A | X ∈ I}. We write M\a for M|(S\a).

The contraction of M to A, M.A is the matroid on A where I.A = {X ⊆ A | ∃Y ⊆

S\A, Y 6= ∅ so that X ∪ Y ∈ I}. We write M/a for the contraction M.(S\a). We

will examine these operations further in the Section 1.4.

Definition 1.15. [16, Section 1.3] Let φ be a representation of M. For a subset

Y ⊆ S let φ|Y be the restriction of φ to the subspace UY . Then

φ|Y : UY −→ W

is a representation of the matroid M|Y , and we obviously have for any subset A of

Y that VA(φ) = VA(φ|Y ). We will write φ\a for φ|(S\a).

Also, let φ.Y = πφY ◦ (φ|Y ), where πφY : W −→ W = W/VSrY (φ) is the canonical

projection (when φ and/or Y are clear from the context, we will write πY or simply

π instead of πφY ). Then

φ.Y : UY −→ W
13



is a representation of the matroid M.Y . We will write φ/a for φ.(S\a).

1.3. T-resolution. We will describe the T-resolution from [16].

Let

E
Φ−→ G −→ L −→ 0

be a minimal finite free multigraded presentation of L and S a multihomogeneous

basis of E. We consider the field k as an R-module under the quotient map where

we send each variable to 1. In this way, tensoring the free presentation with k gives

the map

E ⊗R k Φ⊗id−−−→ G⊗R k = W

Let S = S ⊗ 1 be a basis of E ⊗R k. Then the set map

φ : S
Φ⊗id−−−→ W

defines a matroid M on S as in Example 1.6.

Let I be a T-flat of level l. We write

CM(I) = {I(0) ( · · · ( I(l) = I | where I(i) ∈ Ti for each i ≥ 0}

for the collection of all maximal chains of T-flats contained in the T-flat I from the

lattice of T-flats described in section 1.2. Let I be a chain I(0) ( · · · ( I(l) in CM(I).

When l = 0, then I is the only element of CM(I), and we set V (I) = S0W = k. When

l ≥ 1, define the vector subspace V (I) ⊆ SlW of the lth symmetric power of W as

V (I) =
(
VI(1)rI(0) ∩ VI(0)

)
· . . . ·

(
VI(l)rI(l−1) ∩ VI(l−1)

)
,

where the product of these vector spaces is taken in the symmetric algebra of W .

When l ≥ 0, then the multiplicity space is

SI(φ) =

 0 if I is not a T-flat∑
I∈CM(I) V (I) if I is a T-flat

[16, Definition 2.2.3]. When there can be no confusion, we simply write SI .
14



Let I be a T-flat of level l ≥ 1 and let J ⊂ I be a T-flat of level l−1. Multiplication

in the symmetric algebra of W induces an injective map

ν : (VJ ∩ VIrJ)⊗ SJ −→ SI ,

which is called the multiplication map [16, Definition 2.2.6].

Let {a} be independent in M, let A ⊆ S\a be a T-flat of M/a of level l, let B be

a T-flat containing A ∪ {a}, let W = W/Va, and let π : W −→ W be the canonical

projection map. Then the canonical surjection of symmetric powers πl : SlW −→ SlW

induces by restriction a surjection of multiplicity spaces πφS\a,A = πS\a,A : SB(φ) −→

SA(φ.S\a) [16, Theorem 5.4.2].

Theorem 1.16. [16, Theorem 5.4.4] Let a ∈ S with {a} independent in M, let

A ⊆ S\a be a T-flat of M.S\a, and let B be a T-flat containing A ∪ {a}. If {a} is

a T-part of B then

0 −→ SA(φ)⊗ Va(φ)
ν−→ SB(φ)

πS\a,A−−−−→ SA(φ.S\a) −→ 0

is an exact sequence of vector spaces.

When l ≥ 0, the T-space of I is

TI(φ) = SI(φ)∗ ⊗
|I|∧
UI ⊗

rI∧
VI(φ)∗.

When A = {a}, we set

TA(φ) = TA = Ua.

When there can be no confusion, we simply write TI .

Since

|I|∧
UI and

rI∧
V ∗I are isomorphic to k as they are the top dimensional exterior

product,

dimk SI(φ) = dimk TI(φ) for all T-flats I.

We will use the notation
◦∧X to mean the top dimensional nonzero exterior power of

X.
15



Example 1.17. [16, Example 2.2.10] When M = Ur,n and I is a T-flat of level l,

then

SI(φ) = SlVI ,

the lth symmetric power of VI and

TI(φ) = SlV
∗ ⊗ ◦∧UI ⊗

◦∧VI(φ)∗.

The T-spaces are the vector spaces in the T-complex. Now, we describe the maps

φI,Jl : TI(φ) → TJ(φ). These maps are a component of the differential in the T-

complex.

Definition 1.18. [16, Definition 2.3.1] Let J ⊆ I be subsets of S.

(a) The space KIJ is given by the formula

KIJ = VI/VJ .

(b) Since VI = VJ + VIrJ there is a natural commutative diagram

0 −−−→ VJ ∩ VIrJ
⊆−−−→ VIrJ −−−→ KIJ −−−→ 0

⊆
y ⊆

y =

y
0 −−−→ VJ

⊆−−−→ VI −−−→ KIJ −−−→ 0

with exact rows; we use it to identify canonically KIJ and VIrJ/(VJ ∩ VIrJ).

(c) There is a natural diagonal isomorphism

δ = δIJ :
◦∧UI −→ ◦∧UIrJ ⊗

◦∧UJ

and a canonical isomorphism

a = aM
IJ :

◦∧V ∗I −→ ◦∧K∗IJ ⊗
◦∧V ∗J

induced by the bottom row of the commutative diagram from Part (b) above.

(d) Let I be a T-flat of level l ≥ 1, and let J be a T-flat of level l − 1 inside I. In

particular, the top row of the commutative diagram from Part (b) induces a canonical

homomorphism

b = bM
IJ : (VJ ∩ VIrJ)∗ ⊗ ◦∧K∗IJ −→ ◦∧V ∗IrJ

16



which is zero when VJ ∩ VIrJ = 0, and is an isomorphism otherwise.

Definition 1.19. [16, Definition 2.3.2] Let I be a T-flat of level l > 0, and let J be

an element of Tl−1(M) contained inside I. The homomorphism

φIJl : TI(φ) −→ TJ(φ)

is defined as the composition

TI(φ)
∆⊗δ⊗a−−−−→ QIJ(φ)

τ−−−→ RIJ(φ)
b⊗∧φ⊗1−−−−−→ SIJ(φ)

µ⊗1−−−→ TJ(φ)

where

QIJ = (VJ ∩ VIrJ)∗ ⊗ S∗J ⊗
( ◦∧UIrJ ⊗ ◦∧UJ

)
⊗
( ◦∧K∗IJ ⊗ ◦∧V ∗J

)
,

RIJ =
[
(VJ ∩ VIrJ)∗ ⊗ ◦∧K∗IJ

]
⊗ ◦∧UIrJ ⊗

(
S∗J ⊗

◦∧UJ ⊗
◦∧V ∗J

)
,

SIJ =
◦∧V ∗IrJ ⊗

◦∧VIrJ ⊗ TJ ,

where µ : X ⊗ X∗ −→ k is the canonical evaluation map, τ is the isomorphism

which simply permutes the components of the tensor product as indicated, the map

∆ : S∗I −→ (VJ ∩ VIrJ)∗ ⊗ S∗J is the diagonal map dual to the multiplication map ν,

and the map ∧φ :
◦∧UIrJ −→

◦∧VIrJ is zero if I r J is not independent, and is the

canonical isomorphism induced by φ otherwise.

Definition 1.20. [16, Definition 7.1] Let A be a T-flat of M.Y , and let B = S\(Y \A)M∗,

the complements of the closure in M∗.

(a) By repeatedly contracting one element at a time, it is clear that one always has

an equality rMBrA + rM.Y
A = rMB and an exact sequence

0 −→ VBrA(φ) −→ VB(φ) −→ VA(φ.Y ) −→ 0.

(b) Since SrY is independent, rMBrA = |BrA| and we have canonical isomorphisms

cφY,A = cφY = c :
◦∧VA(φ.Y )∗ ⊗ ◦∧VBrA(φ)∗ −→ ◦∧VB(φ)∗

and

dφY,A = dφY = d : k −→ ◦∧UBrA ⊗
◦∧VBrA(φ)∗

induced by the canonical projection π : W −→ W and by the map φ, respectively.
17



Definition 1.21. [16, Definition 7.3] (a) Let A be a T-flat of M.Y , and let B a

T-flat containing A. The canonical inclusion homomorphism is given by

(π.Y )φA : TA(φ.Y ) −→ TB(φ)

as the composition

TA(φ.Y )
1⊗d−−−→ T

(1)
AB

τ−−−→ T
(2)
AB

π∗Y,A⊗∧⊗c
−−−−−−→ TB(φ),

where

T
(1)
AB = TA(φ.Y )⊗ ◦∧UBrA ⊗

◦∧VBrA(φ)∗,

= SA(φ.Y )∗ ⊗ ◦∧UA ⊗
◦∧VA(φ.Y )∗ ⊗ ◦∧UBrA ⊗

◦∧VBrA(φ)∗,

T
(2)
AB = SA(φ.Y )∗ ⊗ ◦∧UA ⊗

◦∧UBrA ⊗
◦∧VA(φ.Y )∗ ⊗ ◦∧VBrA(φ)∗,

and the map τ is, as usual, the canonical isomorphism that simply rearranges the

components of the tensor product in the indicated order.

(b) For each l ≥ 0, a canonical injective homomorphism is given by

(π.Y )φl : Tl(φ.Y ) −→ Tl(φ)

by the requirement that it restricts to the component TA(φ.Y ) of Tl(φ.Y ) as

(π.Y )φl
∣∣
TA(φ.Y )

= (−1)l|BrA|(π.Y )φA

for every T-flat A in M.Y of level l.

Definition 1.22. [16, Definition 2.4.5] The T-complex has the form

0→ TS(φ)
φlS−−−→

⊕
lA=lS−1

TA(φ)
φlS−1−−−→ · · · → US

φ−−−→ W → 0

where the φl |TI=
∑

J∈Tl−1(M)

J⊆I

(−1)|J |φI,Jn .

Theorem 1.23. [16, Theorem 3.5] The T-complex is a resolution for the kerφ.
18



Example 1.24. The T-complex defined by the matroid U1,3 is

T⊗R k : 0→ k


1

−1

1


−−−−→ k3


1 1 0

−1 0 1

0 −1 −1


−−−−−−−−−−−−→ k3

(
1 1 1

)
−−−−−−−→ k→ 0.

Recall this is the underlying vector space complex for the Taylor resolution in Example

1.3.

In order to build a free resolution of L from the T-complex, we must homogenize

as in the monomial ideal case. Recall that S was taken to be a multihomogeneous

basis of E. For a T-flat I = {i1, . . . , ik} ⊂ S

deg I = lcm(deg i1, . . . deg ik).

We give the free R-module

TI(Φ, S) = R⊗k TI(φ)

a canonical multigrading by the formula

deg(z ⊗ v) = deg z + deg I

for any vector v ∈ TI(φ) and any monomial z ∈ R [16, Section 4]. The canonical

homogenization shows that the construction of a free resolution of a multigraded

module is completely determined by the underlying vector space complex just as in

Section 1.1 for monomial ideals.

The T-resolution of L from [16, Definition 4.3] has the form (with λ = lS + 2 =

|S| − rMS + 1),

T•(Φ, S) = 0→ Tλ(Φ, S)
Φλ−→ Tλ−1(Φ, S)→ · · · → T1(Φ, S)

Φ1−→ T0(Φ, S)→ 0,

and the free R-modules are defined as

Ti(Φ, S) =
⊕

I∈Ti−2(M)

TI(Φ, S), 2 ≤ i ≤ lS + 2

and

T0(Φ, S) = G and T1(Φ, S) = E.
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Example 1.25. Let

Rt

(
m1 . . . mt

)
−−−−−−−−−−−→ R −→ R/I → 0

be a free presentation of R/I and S = {m1, . . . ,mt}. Then U1,n is the matroid

associated to the presentation matrix and the T-resolution is the Taylor resolution

for the monomial ideal generated by S.

Since the T-resolution is a generalization of the Taylor resolution, then the T-

complex should have a nice combinatorial description. We see the T-flats of the

matroid defined from φ are an indexing set for the free modules. We will show that

this matroid also describes the rank of the free modules and a simplicial complex to

describe the free modules in the resolution. In contrast to Taylor, we will associate

one simplicial complex to each free module, not one for the entire resolution. A

continuing project is to describe the maps in the T-resolution combinatorially, in

order to obtain a complete generalization of the T-resolution when k is not a field.

1.4. Reduced Broken Circuit Complex. In this subsection, we review how a

matroid defines a simplicial complex. We recall the reduced broken circuit complex

that we will associate to a T-space in Section 3, the description of a β-system, and

show how it is an indexing set for the basic homology cycles of the reduced broken

circuit complex.

A simplicial complex ∆ on a finite set V is a collection of subsets of V so that if

F ∈ ∆ and G ⊆ F then G ∈ ∆. The elements of V are called vertices, the subsets

of ∆ are called faces. A face not properly contained in another face is called a facet.

If F ∈ ∆ is a face, then dimF = |F | − 1. The dim ∆ = max{dimF : F ∈ ∆}. A

simplicial complex is pure if all facets are equidimensional.

Example 1.26. Given a matroid M on S, one obtains a simplicial complex ∆ by

letting V = S and the faces are those subsets of S that are independent. A simplicial

complex formed in this way is called an independence complex of the matroid M. This

simplicial complex is pure since each facet is defined from a basis of M and all bases

of M have the same cardinality by Proposition 1.4. One clearly has dim(∆) = rMS −1.
20



We will often abuse the language and say that a matroid is a simplicial complex

by identifying it in this way.

Example 1.27. The matroid U1,n is the simplicial complex consisting of n points.

The matroid U2,n = Kn, the complete graph on n vertices.

The matroid Ur,n is the set of all (r − 1)-simplices on n vertices.

Example 1.28. Let φ =

1 1 1 1

0 1 2 0

 , then

M = 2

>>>>>>>

�������

1

>>>>>>> 4

�������

3

and

M∗ = 1

>>>>>>>

�������

2

>>>>>>> 3

�������

4

It is clear from the definitions that for the restriction of a matroid M to A, M|A

is the subcomplex

∆A = {F ∈M : F ⊆ A}.

In particular, M|(S − a) = M\a is the subcomplex of M obtained by removing a

from all faces of M.

Example 1.29. If r 6= n then Ur,n\a = Ur,n−1 and if r = n then Un,n\a = Un−1,n−1.

Example 1.30. Let φ =

1 1 1 1

0 1 2 0

, then

21



M\4 = 2

�������

1

>>>>>>>

3

and

M\2 = 1

>>>>>>> 4

�������

3

Similarly, the contraction of a matroid M on A, M.A is the subcomplex

∆M.A = {F ⊆ (S − A) : F ∪B ∈M, for some B ⊆ A}.

In particular, M.(S − a) = M/a = {F ⊆ S − a : F ∪ {a} ∈ M} is the subcomplex

link(a).

Example 1.31. The matroid Ur,n/a = Ur−1,n−1.

Example 1.32. Let φ =

1 1 1 1

0 1 2 0

 , then

M/4 = •2

•3

and

M/2 = •1 •4

•3
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Theorem 1.33. A simplicial complex is the independence complex of a matroid if

and only if it is pure and all subcomplexes are pure. 2

An ordered matroid is a matroid with a linear ordering on the vertices. Since

S is finite, we may assume S = {1, . . . , n} where we assign these numbers so that

1 < 2 < · · · < n. In an ordered matroid a broken circuit is obtained from a circuit by

deleting its smallest element. The family of all subsets of S that contain no broken

circuits is called the broken circuit complex of M, written BC(M) and the family of

all subsets of S−1 that contain no broken circuits is called the reduced broken circuit

complex of M, written BC(M).

Example 1.34. The circuits of Ur,n are all r+1 element subsets. The broken circuits

of Ur,n are all r element subsets except those that contain 1. Thus BC(Ur,n) are all

r simplices that contain 1 and BC(Ur,n) = Ur−1,n−1.

Example 1.35. When φ =

1 1 1 1

0 1 2 0

, then

BC(M) = 2

�������

1

>>>>>>>

3

and

BC(M) = •2

•3

Theorem 1.36. [3, Proposition 3.1 and 3.2] Let M be an ordered matroid of rank r.

Then

(1) BC(M) ⊆ BC(M) ⊆M.
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(2) BC(M) is a pure (r-1)-dimensional complex of M.

(3) BC(M) is a cone over BC(M) with apex min(S), whose facets we call nbc-

basis.

(4) BC(M) is a pure (r-2)-dimensional subcomplex of M.

We will now review some basic topological results about simplicial complexes. Let

F = {v0, v1, . . . , vs} be a face of a simplicial complex ∆ with vertex set V . Giving an

ordering to the vertices of V , we write F = [v0, . . . , vs] when v0 < v1 < . . . < vs in the

given ordering. Let C̃s(∆) be the free abelian group generated by the s-dimensional

faces of ∆ which we canonically identify with the symbols [v0, . . . , vs]. The group

homomorphism ∂s : C̃s(∆)→ C̃s−1(∆) is defined on the basis elements as

∂s[v0, . . . , vs] =
s∑
i=0

(−1)i[v0, . . . , v̂i, . . . vs].

The elements ρ ∈ C̃s(∆) such that ∂s(ρ) = 0 are called cycles and form a subgroup

Zs(∆). The elements σ ∈ C̃s(∆) such that σ = ∂s+1(τ) for some τ ∈ C̃s+1(∆) are

called boundaries and form a subgroup Bs(∆). It is a direct calculation to see that

∂s ◦ ∂s+1 = 0 for all s ∈ Z. Thus Bs(∆) ⊆ Zs(∆) for all s ∈ Z. The quotient group

H̃s(∆) = Zs(∆)/Bs(∆) is the s-dimensional reduced homology group of ∆. A complex

∆ is called acyclic if H̃s(∆) = 0 for all s ∈ Z.

A shelling of a pure simplicial complex of dimension d is a linear ordering of

the facets F1, F2, . . . , Fk so that for all i > 1 the intersection Fi ∩ (
⋃
j<i Fj) is a

nonempty union of facets of the boundary ∂Fi. In a shelling, Fi is a homology facet

if Fi ∩ (
⋃
j<i Fj) = ∂Fi. This name reflects the fact that these particular faces index

a basis for the homology of the shellable simplicial complex:

Theorem 1.37. [1, Theorem 7.7.2] Let ∆ be a shellable simplicial complex of dimen-

sion d with homology facets {F1, . . . , Fk}. Then

(1)

H̃i(∆) =

 Zk if i = d

0 if i 6= d
.
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(2) There are cycles σ1, . . . , σk ∈ H̃d(∆) uniquely determined by

σi(Fj) = δij (Kronecker’s delta),

where σ(F ) is the coefficient of F in the formal linear combination σ ∈ C̃d(∆).

(3) {σ1, . . . , σk} is a basis of the free group H̃d(∆) and are called the basic cycles

corresponding to the shelling.

Theorem 1.38. [1, Theorem 7.4.3] The lexicographic ordering on the facets of the

simplicial complexes BC(M) and BC(M) induces a shelling.

Hence, BC(M) is a shellable simplicial complex under any fixed ordering of S and

this will give a canonical set of generators for the homology. However, we need to be

able to identify the homology facets of BC(M). This is accomplished in [19] with a

set called a β-system, denoted βnbc(M).

A basis B has internal activity if there is an element b ∈ B, b = min(c∗(B, b)) where

c∗(B, b) is the unique circuit in the dual matroid M∗ containing b and contained in

(S\B)∪{b} ([19], Definition 1.3). If 1 ∈ B then B will have 1 as an internally active

element. We say that B has no non-trivial internal activity if the only element of B

that is internally active is 1.

Definition 1.39. [19, Definition 1.3] A β-system of M is the set

βnbc(M) = {B is an nbc-basis | B has no non-trivial internal activity}.

Theorem 1.40. [19, Theorem 1.4] If M is an ordered loopless matroid, then B ∈

βnbc(M) if and only if B\1 is a homology facet for BC(M).

Theorem 1.41. [19, Section 1] Let B ∈ βnbc(M) and define the set map ϕ : B → S

which sends ϕ(b) = min(c∗(B, b)). We find that if b 6= 1, then min(c∗(B, b)) < b

because b ∈ c∗(B, b) and B has no nontrivial internal activity. Set Ai = {i} ∪ φ−1(i).

Then

σB =

e1∑
i1=0

e2∑
i2=0

. . .

ek∑
ik=0

(−1)i1+...+ik(A1 − a1
i1

) ∪ (A2 − a2
i2

) ∪ . . . ∪ (Ak − akik)
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is the canonical basic cycle in the reduced homology of the reduced broken circuit

complex associated to B with respect to the lexicographic ordering, where the union is

understood to be the elements of the cycle listed in increasing order and ei = |Ai|.

An alternate method of identifying a β-system is given in [19, Section 2], by es-

tablishing a certain shelling called an EL-shelling on BC(M) as follows. Create the

lattice of flats for M. Remove the entries of the lattice that contain the smallest

element 1, but keep S as the maximal flat of the remaining lattice. For a flat F , let

A(F ) be the lexicographically least basis of M/(1 ∪ F ) in the fixed ordering. Let G

cover F , which we will denote F − G in the revised lattice. The label for the cover

F −G is

λ(F,G) =

 (0,min(G ∩ A(F ))) if G ∩ A(F ) 6= ∅;

(1,min(G\F )) otherwise.

Example 1.42. Let φ =

1 1 1 1

0 1 2 0

 and M be the matroid defined by φ. Recall

the lattice of flats from Example 1.14,

1234

EEEEEEEE

{{{{{{{{{

4

CCCCCCCCC 1 23

zzzzzzzzz

∅

Labeling the edges as prescribed above we get

1234∅

(1,1)
FFF

FFF(1,1)
zzz

zzzz

42

(1,4)
DDDD

DDDD

23∅

(0,2)
xxx

xxxx

∅2
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where the subscripts denote A(F ).

Example 1.43. The lattice of flats of U3,4 ordered by inclusion.

1234

EEEEEEEE

yyyyyyyy

mmmmmmmmmmmmmmmm

QQQQQQQQQQQQQQQQ

VVVVVVVVVVVVVVVVVVVVVVVVV

12

~~~~~~~~

BBBBBBBB
13

nnnnnnnnnnnnnnnn

RRRRRRRRRRRRRRRRRRR 14

iiiiiiiiiiiiiiiiiiiiiiiiii

VVVVVVVVVVVVVVVVVVVVVVVVVVV 23

lllllllllllllllllll 24

hhhhhhhhhhhhhhhhhhhhhhhhhhhh

BBBBBBBB
34

nnnnnnnnnnnnnnnnn

1
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and with the labels we have

1234∅

(1,1)
FFF

FFF(1,1)
xxx

xxx (1,1)
UUUUUUUUUU

UUUUUUUUUUU

23∅

(0,3)
}}}

}}}
(0,2)

SSSSSSSS

SSSSSSSSS

24∅

(1,4)
hhhhhhhhhhhhh

hhhhhhhhhhhhh (0,2)
TTTTTTTTTT

TTTTTTTTTTT

34∅

(1,4)
ppppp

pppppp (1,3)
AAA

AAA

23

(0,2)
VVVVVVVVVVVVV

VVVVVVVVVVVVV

32

(0,3)

42

(1,4)
jjjjjjjjjjj

jjjjjjjjjj

∅23

Theorem 1.44. [19, Theorem 2.4] Let M be an ordered matroid then

B = {br > br−1 > . . . > b2 > 1} ∈ βnbc(M)

if and only if

(1, br), (1, br−1), . . . , (1, b2), (1, 1)

is the decreasing sequence of labels for the EL-shelling.

Example 1.45. The uniform matroid has

βnbc(Ur,n) = {X ⊆ S | |X| = r, 1 ∈ X, and 2 /∈ X}.
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As X is a basis of M, so |X| = r. Also, since X contains no broken circuits,

then 1 ∈ X from Theorem 1.36. For each b ∈ B, c∗(B, b) = S\B ∪ {b}, so that

if 2 ∈ B, then 2 is an internally active element and if 2 /∈ B, then all b 6= 1 have

min(c∗(B, b)) = 2.

1.5. Beta Invariant. The Möbius function µ on a partially ordered set, poset P , is

a function µ : P × P → Z defined as follows

µ(X,X) = 1,

∑
X≤Z≤Y

µ(X,Z) = 0 if X < Y,

and

µ(X,Z) = 0 otherwise.

Example 1.46. For the lattice of flats of the matroid Ur,n, one has µ(∅, F ) = (−1)|F |

for a flat F 6= S and µ(∅, S) = (−1)lS−1.

Example 1.47. Let φ =

1 1 1 1

0 1 2 0

 and let M be the matroid defined by φ as in

Example 1.6. Then the lattice of flats of M∗ as in 1.14 is labeled below by (F, µ(∅, F )),

for each flat F .

(1234, 2)

LLLLLLLLLL

sssssssss

(4,−1)

KKKKKKKKK
(1,−1) (23,−1)

rrrrrrrrrr

(∅, 1)

Theorem 1.48 (Möbius Inversion). [17, Theorem 15.2.1] If f is a real valued function

on a poset P and

f(X) =
∑
X≤Y

g(Y )
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for some real valued function g on P , then

g(X) =
∑
X≤Y

µ(X, Y )f(Y ).

Remark 1.49. The Möbius function for the lattice of T-flats ordered by reverse

inclusion is precisely the same as the Möbius function for the lattice of flats ordered

by inclusion in the dual matroid.

Crapo’s beta invariant is the number

β(M) = (−1)r
M
S

∑
X∈L(M)

µ(∅, X)rMX ,

where L(M) is the lattice of flats for the matroid M on S.

Example 1.50. We have β(Ur,n) =
(
n−2
r−1

)
from [7] using direct computation. How-

ever, this is also clear from Example 1.50 and Lemma 1.53. We see from Example

1.43 that U3,4 has one decreasing chain and that

β(U3,4) =

(
4− 2

3− 1

)
=

(
2

2

)
= 1.

Example 1.51. Let φ =

1 1 1 1

0 1 2 0

 and let M be the matroid defined by φ then

the lattice of flats of M∗ with the Möbius function µ from Example 1.47 is

(1234, 2)

LLLLLLLLLL

sssssssss

(4,−1)

KKKKKKKKK
(1,−1) (23,−1)

rrrrrrrrrr

(∅, 1)

Thus, β(M) = (−1)2[0 + (−1)(3)(1) + (2)(2)] = 1 and this coincides with the

number of decreasing chains from Example 1.42.
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We will show that Crapo’s beta invariant of M is the dimension of the T-spaces

TS(φ) in the T-complex. First, however, we recall some facts about this number

and give support for the reduced broken circuit complex to be the correct simplicial

complex to associate to this T-space.

Theorem 1.52. [7] Crapo’s beta invariant satisfies the following properties.

(1) The number β(M) ≥ 0 for every matroid M.

(2) β(M) = 0 precisely when M is disconnected.

(3) For any matroid M with dual M∗, β(M) = β(M∗)

(4) If a is not a loop or a coloop, then β(M) = β(M/a) + β(M\a).

In order to establish the isomorphism between the reduced homology of the broken

circuit complex and the dimension of a T-space, we first must equate their dimension.

Theorems 1.37, 1.38 and 1.39 together show that for a matroid M of rank r the only

non-zero reduced homology of the reduced broken circuit complex is in degree r − 2

and of dimension |βnbc(M)|.

Lemma 1.53. [19, Section 1] Let M be an ordered matroid, then |βnbc(M)| = β(M).
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2. Upper Bounds for Betti Numbers of Multigraded Modules

This section gives a sharp upper bound for the Betti numbers of a finitely generated

multigraded R-module. Much work has been done on establishing lower bounds

for Betti numbers of L, initially motivated by the Buchsbaum-Eisenbud-Horrocks

conjecture for finite modules over regular local rings. This conjecture was shown to

hold for R/I when I is a monomial ideal by Evans and Griffith [9] and generally for

all multigraded modules by Charalambous [4] and Santoni [14].

On the other hand, little is known about upper bounds for the Betti numbers. The

main result of this section gives sharp upper bounds for the total Betti number of L

in each homological degree in terms of the rank and the first two Betti numbers of

the module L.

Theorem 1. For i ≥ 2, we have

βi(L) ≤
(

β1(L)

β0(L)− rankL+ i− 1

)(
β0(L)− rankL+ i− 3

i− 2

)
.

These bounds are precisely the ranks of the free modules in the multigraded

Buchsbaum-Rim complex from [5] (called there the Buchsbaum-Rim-Taylor com-

plex). However, there seems to be no appropriate map that achieves comparison

between the minimal free resolution of L and the Buchsbaum-Rim complex. Instead,

we obtain our bound using the combinatorial structure of the (not necessarily min-

imal) free resolution defined by Tchernev [16]. We show that our bounds are sharp

by giving a class of examples that attains them simultaneously in each homologi-

cal degree. To achieve this, we make the generators of L and their multidegrees

sufficiently generic, so that the Buchsbaum-Rim-Taylor complex is the minimal free

resolution. In Section 2.2, as a corollary to our main theorem, we give bounds for

the total multigraded Bass numbers of multigraded modules in terms of the first two

total multigraded Bass numbers, by using the Alexander duality functors defined by

Miller [11].

2.1. Betti Numbers of Multigraded Modules. We shall need the following lemma

to prove Theorem 1. Then we give an example to show that the bounds are sharp.
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Lemma 2.1. Let M be a matroid on a finite set S. If |S| = n and rMS = r, then

|Tk(M)| ≤
(

n

r + k + 1

)
.

Proof. First, rewrite the rank of the dual matroid as follows

rM
∗

A = |A| − rMS + rMS\A = |S| − rMS − lMS\A − 1.

In the above notation, we see for a T-flat A of level k, the rank of its complementary

flat in the dual matroid is

rM
∗

S\A = n− r − k − 1.

By definition

|Tk(M)| = |Fn−r−k−1(M∗)|,

where Fρ(M) denotes the collection of all flats with rank ρ in the matroid M. Since

a subset has the property that rMA ≤ |A|, we see that the number of flats with rank

n − r − k − 1 must be less than the total number of subsets of S with cardinality

n− r − k − 1. Thus

|Tk(M)| = |Fn−r−k−1(M∗)| ≤
(

n

n− r − k − 1

)
=

(
n

r + k + 1

)
,

which verifies our bound for the number of T-flats of level k. 2

Proof of Theorem 1. Let E
Φ−→ G −→ L −→ 0 be a minimal finite free multigraded

presentation of L so that β0(L) = rank(G) and β1(L) = rank(E). When i ≥ 2 we

have

βi(L) ≤ rank
(
Ti(Φ, S)

)
= rank

 ⊕
I∈Ti−2(M)

R⊗ TI(φ)


by definition and

rank

 ⊕
I∈Ti−2(M)

R⊗ TI(φ)

 ≤ |Ti−2(M)| max
I∈Ti−2(M)

(dimk TI(φ)).

It follows from the definition [16, Definition 2.2.3] that for each I ∈ Tk(M) one has

dimTI(φ) ≤ dimSk(V ) =

(
r + k − 1

k

)
,
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where Sk(V ) denotes the kth symmetric power of V = Imφ and r = dimk(V ). There-

fore, by Lemma 2.1, we get

βi(L) ≤
(

|S|
rMS + i− 1

)(
rMS + i− 3

i− 2

)
.

Since

|S| = rank(E) = β1(L)

and

rMS = dimk V = rank(φ) = rank(Φ) = rankG− rankL = β0(L)− rankL,

the bounds on Betti numbers of multigraded modules have been established. 2

Next, we give an example of a finite multigraded module that achieves these bounds

simultaneously in each homological degree.

Example 2.2. Let L be a finite multigraded module with a minimal presentation

matrix of uniform rank. In the above set up, this is equivalent to saying that if the

rank of the matrix φ is r then the image of every r-element subset of S has dimension

r. As such, the free R-modules described in [16, Definition 4.2] become precisely those

of the Buchsbaum-Rim-Taylor complex defined in [5, Definition 4.3]. In addition,

choose the multidegrees of the generators of E to be generic. In that case, no two

T-flats have the same multidegree. Therefore, the Buchsbaum-Rim-Taylor complex is

the minimal free multigraded resolution of L. Thus for i ≥ 2,

βi(L) =

(
|S|

r + i− 1

)(
r + i− 3

i− 2

)
;

our bounds are simultaneously achieved.

2.2. Multigraded Bass numbers of multigraded modules. We write µi(p, L)

for the ith Bass number of an R-module L at a prime p. Since we are over a polynomial

ring and L is multigraded, there are only a finite number of mulitgraded primes p

generated by {xj1 , . . . , xjl} for {j1, . . . , jl} ⊂ {1, . . . ,m}. Thus it makes sense to call
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the well-defined integer

∗µi(L) =
∑

p:multigraded prime ideal

µi(p, L),

the total multigraded ith Bass number of L.

Theorem 2.3. Let R = k[x1, . . . , xm] be a polynomial ring over a field k with the

standard grading, L a finite multigraded R-module, then the bounds for i ≥ 2 of the

total multigraded Bass numbers of L are

∗µi(L) ≤
( ∗µ1(L)
∗µ0(L) + i− 1

)(∗µ0(L) + i− 3

i− 2

)
.

Proof. For any c, ∗µi(L(−c)) = ∗µi(L). Since L is finitely generated and has a finite

multigraded injective resolution, there is a c so that L(−c) only has non-zero degrees

greater than or equal to 1 and so that the nonzero Bass numbers at each multigraded

prime occur in only positive degrees. Thus it suffices to establish our bound when L

satisfies these two conditions.

Let a be the componentwise maximum of the degrees of the 0th and 1st Betti

numbers of L. Thus L is a positively a-determined module as defined in [11, Definition

2.1] and the minimal free resolution will be positively a-determined [11, Proposition

2.5].

We write La for the Alexander dual of an R-module L with respect to degree a as

defined in [11]. We write BaL of an R-module for the quotient of L by the submodule⊕
b�a Lb as in [11]. In the case when L is generated in degrees greater than 1, we

have that BaL
a = La, since La is bounded inside the interval [0,a − 1]. Thus we

will use Miller’s results for BaL
a and La interchangeably throughout the remainder

of this section.

Let

0 −→ L −→ I
Λ−→ J

be a minimal multigraded copresentation of L. Miller [11, Theorem 4.5] shows that

the matrix Λ is also a minimal presentation matrix for a free resolution of La after

some appropriate degree shifts. In establishing bounds for the Betti numbers in the
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previous section, we obtain the coefficient matrix of the vector space complex, which

is independent of the degrees of the original free modules. Thus the coefficient matrix

of Λ defines a representable matroid for the multigraded module La. One easily sees

that the bounds established in the Main Theorem depend only on the presentation

matrix. Since rankLa = 0 we have for i ≥ 2

βi(L
a) ≤

(
β1(La)

β0(La) + i− 1

)(
β0(La) + i− 3

i− 2

)
.

Further, Miller [11, Theorem 5.3] establishes the relation

βi,b(L
a) = µi,(a\b)−supp(b)(m

supp(b), L)

where 0 ≤ b ≤ a · supp(b). By summing over all possible degrees and since the

nonzero Bass numbers at each multigraded prime occur in positive degrees, we see

that ∗µ0(L) = β0(La) = number of rows of Λ, ∗µ1(L) = β1(La) = number of columns

of Λ, and

∗µi(L) = βi(L
a).

Therefore, the bounds for the total multigraded Bass numbers have been established.

2

The following corollary generalizes this bound to all Bass numbers.

Corollary 2.4. Let R = k[x1, . . . , xm] be a polynomial ring over a field k with the

standard Zm grading, L a finite multigraded R-module and p a prime ideal of R. Let

d = dimRp/p
∗Rp, where p∗ denotes the largest multigraded prime ideal of R contained

in p. Then, for i ≥ 2 + d, the bounds for Bass numbers of L are

µi(p, L) ≤
( ∗µ1(L)
∗µ0(L) + i− d− 1

)(∗µ0(L) + i− d− 3

i− d− 2

)
.

Proof. Goto and Watanabe showed in [10] that

µi(p, L) = µi−d(p
∗, L).

Clearly, µi−d(p
∗, L) ≤ ∗µi−d(L). Thus Theorem 2.3 establishes our bounds. 2

35



3. The Combinatorial Description

Section 1.3 described how the T-resolution of a multigraded R-module L is deter-

mined from the T-complex by homogenization. Thus to understand the structure of

the T-resolution, it is enough to understand the structure of the T-complex. In this

section, we study the vector spaces of the T-complex called the T-spaces. In the first

subsection, we show that the dimk TA(φ) = β((M|A)∗), Crapo’s beta invariant on

the restricted matroid (M|A)∗. The second subsection is devoted to understanding

the structure of the reduced broken circuit complex under restriction and contraction

away from the biggest element a with respect to a fixed ordering. There is a natural

decomposition of the complex which gives the short exact sequence

0→ H̃l−1(BC(M∗\a); k)
ε−→H̃l−1(BC(M∗); k)

δ−→H̃l−2(BC(M∗/a); k)→ 0,

because the only non-zero reduced homology occurs in the top dimension by Theorem

1.37. If r = rank(M∗) then the top dimension for the reduced broken circuit complex

by Theorem 1.36 is r − 2 = |S| − rMS − 2 = lS − 1.

The final subsection will show that the set βnbc(M∗) is a canonical indexing set

for both SS and TS. In addition, we construct a canonical isomorphism

H̃l−1(BC(M∗); k)
θ−→ TS(φ).

This allows us to describe an explicit basis for each T-space TA(φ). Moreover, this

isomorphism gives each vertical map in a commutative diagram

0→ H̃l−1(BC(M∗\a); k)→H̃l−1(BC(M∗); k)
δ→H̃l−2(BC(M∗/a); k)→ 0

θ/a

y θ

y θ\a
y

0→ TS\a(φ/a) −→ TS(φ) −→ TS\a(φ\a)→ 0,

where the top sequence is induced from the reduced chain complex and the sequence

on the bottom row is from [16, Proof of Theorems 3.4, 3.5, and 5.45].

3.1. Dimension of a T-space. We will find the dimension of the T-space to be

Crapo’s beta invariant discussed in Section 1.5.
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Theorem 3.1. The dimension of a T-space of a T-flat A is given by

(−1)lA dim(TA) =
∑
B⊆A

µ(A,B)(lB + 1)

where µ(A,B) is the Möbius function for the partially ordered set of connected T-flats

for the matroid M under reverse inclusion.

Proof. The T-complex is a resolution for kerφ. By [16, Theorem 5.4.1], restricting

the resolution of the kerφ to A the result will be a resolution of ker(φ|A). This new

resolution will end at TA(φ) with all remaining T-spaces of the form TB(φ) where

B ⊆ A, and

0 = |A| − rMA −
∑
B⊆A

(−1)lB dim(TB(φ)).

We can simply rewrite this as

lA + 1 =
∑
B⊆A

(−1)lB dim(TB(φ)).

Next, let us define

f(A) = lA + 1

and

g(B) = (−1)lB dimTB(φ),

so that with the poset defined with reverse inclusion the above equation can be

written

f(A) =
∑
B⊆A

g(B).

Using Möbius inversion from Theorem 1.48 we obtain

g(A) =
∑
B⊆A

µ(A,B)f(B).

Thus our equation is verified. 2

Theorem 2. Given a representable matroid M on a finite set S with representation

φ,

dimTS(φ) = β(M∗).
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Proof. β(M∗) = (−1)r
M∗
S

∑
x∈L(M∗)

µ(∅, x)rM
∗

x , where L(M∗) is the lattice of flats of the

dual matroid. This yields

β(M∗)

= (−1)lS+1
∑

x∈L(M∗) µ(∅, x) [(lS + 1)− (lSrx + 1)]

= (−1)lS+1(lS + 1)
[∑

x∈L(M∗) µ(∅, x)
]

+ (−1)lS
[∑

x∈L(M∗) µ(∅, x)(lSrx + 1)
]

= (−1)lS
∑

x∈L(M∗) µ(∅, x)(lSrx + 1)

= (−1)lS
∑

B∈T (M) µ(S,B)(lB + 1) = dimTS(φ).

2

Example 3.2. If M = Ur,n, then dimTS(φ) =
(
n−2
r−1

)
= β(Ur,n) = β(U∗r,n) where the

first equality follows by [16, Example 2.2.10], the second is Example 1.50, and the

third is Theorem 1.52.

Corollary 3.3. Given a representable matroid M on a finite set S with representation

φ and a T-flat A of M, then dimTA(φ) = β((M|A)∗).

Proof. This corollary is immediate from Theorem 2 since TA(φ) = TA(φ|A) [16, The-

orem 5.4.1] where φ|A is the submatrix of φ whose columns are indexed by A. Thus

replacing the M by M|A we obtain the result for all T-flats A. 2

3.2. Broken Circuit Complex. Since Crapo’s beta invariant satisfies the decom-

position property from Theorem 1.36(4), the decreasing chains of the shelling on the

lattice must also satisfy this relation. The next proposition shows exactly how this

transfers.

Proposition 3.4. Consider a linear ordering on S of a connected matroid M and let

a = max(S). If a is a loop, then the decreasing chains of M are precisely the decreas-

ing chains of M\a. Otherwise, the decreasing chains of M\a are those decreasing

chains of M that do not pass through {a}. Also, the decreasing chains of M/a are

precisely those decreasing chains of M that pass through {a} with a removed.
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Proof. Consider the decreasing chains of M/a. The lattice of flats for M/a is pre-

cisely the interval [{a}, S] of the lattice of flats of M with each flat F replaced by

F\a. Consider the cover in a decreasing chain F − G that has label (1, y) and

F − G ∈ [{a}, S]. Then F\a − G\a is a cover in M/a. In this way, A(F\a) =

lexicographically least basis element of (M/a)/(F\a ∪ {1}) = M/(F ∪ {1}). Thus

G\a ∩ A(F\a) = G\a ∩ A(F ) = ∅ since G ∩ A(F ) = ∅. Since (G\a)\(F\a) = G\F ,

y = min{(G\a)\(F\a)}. Thus decreasing chains keep their labels under contraction,

and it follows that the decreasing chains of M/a are those of M passing through {a}.

The lattice of flats for M\a is obtained from the lattice of flats of M by removing the

element a from each flat containing a and collapsing redundant edges. We establish

the correspondence of decreasing chains of M\a in the remaining two cases.

Now, consider the decreasing chains of M. Suppose F −G is a cover in the chains

of M so that a /∈ G. Then A(F\a) is the lexicographic least basis of (M\a)/(F\a ∪

{1}) = (M/(F ∪{1}))\a and so A(F\a) = A(F )\a and G∩A(F\a) = G∩A(F )\a =

∅. Clearly, min(G\F ) remains the same label.

Suppose F − G is a cover in M so that a ∈ G but a /∈ F . If G = F ∪ {a} then

the decreasing chain has label (1, a), but since that is the biggest possible label, this

implies that F = ∅. In this case, the edge F −G would collapse under restriction and

so could not be the maximal chain in M\a since M is connected. So, there exists

z ∈ G, z 6= a, so that z /∈ F . Since G ∩ A(F ) = ∅ by assumption, then a /∈ A(F ).

Thus, G\a ∩ A(F\a) = G\a ∩ A(F )\a as above and so G\a ∩ A(F\a) = ∅. Also,

min(G\F ) = min((G\a)\F ) since a = max(S). Therefore, each decreasing chain is a

decreasing chain under contraction if it passes through {a} or restriction otherwise.

2

The basic cycles of the reduced homology of the reduced broken circuit complex

decompose as in β(M) in Theorem 1.52 (4) and βnbc(M∗) in Proposition 3.4. When

M is a connected matroid and a is the largest element in the ordering on S the sim-

plicial complex BC(M\a) is a subcomplex of BC(M) consisting of all faces BC(M)

that do not contain a by Proposition 3.4. This induces a canonical exact sequence of
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reduced chain complexes

0→ C̃(BC(M\a))→ C̃(BC(M))→ C̃(BC(M/a))[−1]→ 0,

which induces the following long exact sequence in reduced homology:

0→ H̃l−1(BC(M\a); k)
ε−→H̃l−1(BC(M); k)

δ−→H̃l−2(BC(M/a); k)→ 0

where l is the level of M.

Lemma 3.5. For σB ∈ H̃l−1(BC(M\a); k),

ε(σB) = σB ∈ H̃l−1(BC(M); k)

and the map δ evaluated on a cycle σB ∈ H̃l−2(BC(M); k) yields

δ(σB) =

 σB\a if a ∈ B

0 otherwise.

Proof. First we show that the map ϕ : B → S where B ∈ βnbc(M) is preserved

under restriction if a /∈ B and under contraction if a ∈ B.

If a /∈ B, then c∗M\a(B, b) = c∗M(B, b)\a. Also, we know that a 6= min c∗(B, b) since

min c∗(B, b) < b < a. Therefore, the map ϕ is preserved under restriction.

For the contraction, we use a similar approach. Since a ∈ B and a 6= b and

c∗(B, b) ⊆ (S\B) ∪ {b} so that a /∈ c∗(B, b) and thus c∗(B, b) is a circuit in M\a.

Therefore, the map ϕ is also preserved under contraction.

The map ε is induced from the inclusion. Moreover, since we have that B ∈

βnbc(M\a) is also in βnbc(M) and ϕ is preserved under restriction on the maximal

element, we see the subsets Ai will not change so that the basis element given by B

in H̃l−1(BC(M\a); k) is the same as the element given by B in H̃l−1(BC(M); k).

The map δ is induced from the projection onto BC(M/a) ∗ a then removing a.

Moreover, we have that
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δ(σB)

=

e1∑
i1=0

. . .

et−1∑
it=0

. . .

ek∑
ik=0

(−1)i1+...+ik(A1 − a1
i1

) ∪ . . . ((At\a)− atit) . . . ∪ (Ak − akik)

= σB\a

because ϕ preserves the Ai under contraction and removing et does not change the

coefficient. 2

3.3. Describing the T-spaces. The problem of finding a suitable combinatorial

model for the vector spaces TA(φ) has now been changed to finding a combinatorial

model for Crapo’s beta invariant that is completely determined by the matroid M.

The remainder of this section will show that this combinatorial object is the reduced

broken circuit complex.

Definition 3.6. Each B ∈ βnbc(M∗) determines canonically an element xB of the

multiplicity space SS(φ) defined as follows.

Taking the complements of the flats in M∗ of the decreasing chain corresponding

to B and excluding ∅ yields a chain of T-flats in M, J0 ⊂ J1 ⊂ . . . ⊂ JlS . Set

xB = φ(u1) · φ(u2) · . . . · φ(ulS),

where each ui = ep +
∑
j<p

xjej is the unique element of UJi\Ji−1
, where p is the largest

element of Ji\Ji−1 in the fixed ordering so that φ(ui) ∈ VJi\Ji−1
∩ VJi−1

[16, Remark

5.2.3].

Theorem 3.7. The collection {xB | B ∈ βnbc(M∗)} is a basis for the multiplicity

space SS(φ).

Proof. If M is disconnected, then SS(φ) = 0 by [16, Theorem 5.3.5], β(M∗) = 0 by

Theorem 1.52 and βnbc(M∗) = ∅. Therefore, we may assume that M is a connected

matroid. We will use induction on |S|. Suppose |S| = 1, then S = {a} is dependent

or independent. If S is independent, then SS(φ) = 0 by [16, Definition 2.2.3]. Also, S

is a loop in M∗, so rM∗ = 0 and βnbc(M∗) = ∅. Therefore, there is nothing to show.
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If S is dependent then S is independent in M∗, so rM∗ = 1 and has no circuits and

therefore no broken circuits. Therefore, βnbc(M∗) = {{a}}. Thus x{a} is the product

of zero factors, hence x{a} = 1 ∈ k = SS(φ) by Theorem 3.6 and [16, Definition 2.2.3

(c)].

Now, suppose n = |S| > 1. Let a = max(S). By our inductive hypothesis and

Proposition 3.4, {xB | B ∈ βnbc(M∗\a) = βnbc((M/a)∗)} is a basis for SS\a(φ/a)

and {xB | B ∈ βnbc(M∗/a) = βnbc((M\a)∗)} is a basis for SS\a(φ\a).

We have the short exact sequence of vector spaces from [16, Theorem 5.4.5]

0→ SS\a(φ)⊗ Va(φ)
ν−−−→ SS(φ)

πS/a−−−→ SS\a(φ.S\a)→ 0

When B ∈ βnbc(M∗) and a /∈ B we have πS/a(xB) = xB where B ∈ βnbc(M∗\a).

Let xB be a basis element in SS\a(φ) where B ∈ βnbc(M∗/a) and φ(ea) the linear

form in Va(φ). Then

ν(xB ⊗ φ(ea)) = φ(ea) · xB = xB∪a ∈ SS(φ),

because ea = ulS in US\(S\a) = Ua. Thus, {xB | B ∈ βnbc(M∗)} gives a spanning set

of SS(φ). However, there are β(M∗) elements in this spanning set and dimk SS(φ) =

dimk TS(φ) = β(M) = β(M∗) by Theorem 2 and Theorem 1.52, so {xB | B ∈

βnbc(M∗)} is a basis of SS(φ). 2

Example 3.8. For the uniform matroid Ur,n, we have

βnbc(U∗r,n) = {X ⊆ S | |X| = n− r, 1 ∈ X but 2 /∈ X}

from Example 1.50. Therefore, from [16, Example 2.2.10] and Theorem 3.7 if φ is a

representation of Ur,n, then the set

{φ(eB) | |B| = n− r, 1 ∈ B, but 2 /∈ B}

is a basis for SS(φ) = Sn−r−1V , the (n− r − 1)-th symmetric power of V = Imφ.

Definition 3.9. [16, Proof of Theorem 6.1] Using the fixed linear ordering on S, we

identify each subset of S with the increasing sequence of its elements. For a sequence
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K = (a1, . . . , aq), we set

eK = ea1 ∧ · · · ∧ eaq ∈ ∧qU and vK = φ(ea1) ∧ · · · ∧ φ(eaq) ∈ ∧qV.

If K is a subset of S and the elements φ(ea1), . . . , φ(eaq) form a basis of VK, we

write e∗K and v∗K for the unique elements of ∧qU∗K and ∧qV ∗K respectively, such that

e∗K(eK) = 1 and v∗K(vK) = 1. In particular, if B is a basis of M∗ then vS\B is a basis

of ∧rSVS and v∗S\B is the dual basis of ∧rSV ∗S .

Theorem 3. Let M be the ordered matroid on S obtained from φ of level l. Then

there is a canonical isomorphism

H̃l−1(BC(M∗); k)
θ−−−→∼= TS(φ)

which sends

σB 7→ x∗B ⊗ eS ⊗ v∗S\B,

where {x∗B | B ∈ βnbc(M∗)} is the basis of S∗S(φ) dual to the basis {xB | B ∈

βnbc(M∗)} of SS(φ).

Proof. If M is disconnected, then TS(φ) = 0 and BC(M∗) = ∅ which gives that

H̃l−1(BC(M∗)) = 0 unless l = 0, in which case M is connected. Therefore, we may

assume M is a connected matroid. We showed in Theorem 3.7 that {xB | B ∈

βnbc(M∗)} is a canonical basis of SS(φ), so {x∗B ⊗ eS ⊗ v∗S\B | B ∈ βnbc(M∗)} is a

canonical basis for TS(φ). Thus, both sets of basis elements are indexed by βnbc(M∗),

hence θ is an isomorphism. 2

Corollary 3.10. Let M be the ordered matroid obtained from φ. Then for each T-flat

A of level lA there is a canonical isomorphism

H̃lA−1(BC((M|A)∗); k)
θ|A−−−→∼= TA(φ).

Proof. This follows by considering the matroid M|A as in proof of Corollary 3.3. 2
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Lemma 3.11. Let M be a connected matroid on S with representation φ. If S and

S\a are T-flats of M and l = lS, then the sequence of k vector spaces

0→ TS\a(φ/a)
(−1)l(π.S\a)φ

S\a−−−−−−−−−→ TS(φ)
(−1)|S\a|φ

S,S\a
l−−−−−−−−−→ TS\a(φ)→ 0

is exact.

Proof. Although it was not stated explicitly, this was shown in [16]. The injective

map is one component of the injective complexes of Theorem 7.7. The vector space

TS\a(φ) being the cokernal of (−1)l(π.S\a)φS\a, denoted by Cl, is shown within the

proof of Theorem 3.4, 3.5 and 5.45 in Section 9. The author shows that the map

γSl : Cl → TS\a(φ) induced from (−1)|S\a|φ
S,S\a
n : TS(φ)→ TS\a(φ) is an isomorphism.

2

Theorem 3.12. Let M be an ordered matroid on S with representation φ and l = lS.

If a = max(S) and S\a is a T-flat of M, then the following diagram commutes,

0→ H̃l−1(BC(M∗\a); k)
ε̃→H̃l−1(BC(M∗); k)

δ→H̃l−2(BC(M∗/a); k)→ 0

θ/a

y θ

y θ\a
y

0→ TS\a(φ/a) −→ TS(φ) −→ TS\a(φ\a)→ 0,

where the maps ε̃ = (−1)lε and δ are from Lemma 3.5 and the bottom row is from

Lemma 3.11.

Proof. Notice that the top row of the diagram is not the sequence induced from the

reduced chains of the reduced broken circuit complex, even so this sequence is exact.

In order to show that our diagram is commutative, it is enough to show that the dual

diagram

0→ TS\a(φ\a)∗ → TS(φ)∗ → TS\a(φ/a)∗ → 0y y y
0→ H̃l−2(BC(M∗/a); k)∗

δ∗→H̃l−1(BC(M∗); k)∗
ε̃∗→H̃l−1(BC(M∗\a); k)∗ → 0

is commutative. We will do this by investigating the images of the basis elements

indexed by βnbc(M∗) under each map.
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Let {σ∗B|B ∈ βnbc(M∗)} in H̃l−1(BC(M∗); k)∗ be the basis dual to {σB|B ∈

βnbc(M∗)}. By taking duals, Lemma 3.5 shows that

δ∗(σ∗B) = σ∗B∪a

and

(−1)lε∗(σ∗B) =

 (−1)lσ∗B if a /∈ B

0 otherwise.

Also, Theorem 3 gives

θ∗(xB ⊗ e∗S ⊗ vS\B) = σ∗B,

(θ\a)∗(xB ⊗ e∗S\a ⊗ v(S\a)\B) = σ∗B,

and

(θ/a)∗(xB ⊗ e∗S\a ⊗ v(S\a)\B) = σ∗B.

Therefore, it remains to show that

(−1)|S|−1(φ
S,S\a
l )∗(xB ⊗ e∗S\a ⊗ v(S\a)\B) = xB∪a ⊗ e∗S ⊗ vS\(B∪a)

and

(−1)l(πφS\a)
∗
S\a(xB ⊗ e∗S ⊗ vS\B) =

 (−1)lxB ⊗ e∗S\a ⊗ v(S\a)\B if a /∈ B

0 otherwise.

Since M is connected, VS = VS\a and thus in Definition 1.18 we have that KS,S\a = 0.

Therefore, the map φ
S,S\a
l from Definition 1.19 can be rewritten as the composition

TS = S∗S ⊗
◦∧US

◦∧V ∗Sy∆⊗δ⊗1

V ∗a ⊗ S∗S\a ⊗ Ua ⊗
◦∧US\a ⊗

◦∧V ∗S\ayτ
V ∗a ⊗ Ua ⊗ S∗S\a ⊗

◦∧US\a ⊗
◦∧V ∗S\ay1⊗φ⊗1

V ∗a ⊗ Va ⊗ S∗S\a ⊗
◦∧US\a ⊗

◦∧V ∗S\ayµ⊗1

S∗S\a ⊗
◦∧US\a ⊗

◦∧V ∗S\a = TS\a
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The next diagram gives the composition of the dual maps in the left sequence and

the image of xB ⊗ e∗S\a ⊗ vS\B in the right sequence.

SS\a ⊗
◦∧U∗S\a

◦∧VS\a xB ⊗ e∗S\a ⊗ vS\Byµ∗⊗1

y
Va ⊗ V ∗a ⊗ SS\a ⊗

◦∧U∗S\a ⊗
◦∧VS\a va ⊗ v∗a ⊗ xB ⊗ e∗S\a ⊗ vS\By1⊗φ∗⊗1

y
Va ⊗ U∗a ⊗ SS\a ⊗

◦∧U∗S\a ⊗
◦∧VS\a va ⊗ e∗a ⊗ xB ⊗ e∗S\a ⊗ vS\Byτ∗ y

Va ⊗ SS\a ⊗ U∗a ⊗
◦∧U∗S\a ⊗

◦∧VS\a va ⊗ xB ⊗ e∗a ⊗ e∗S\a ⊗ vS\Byν⊗∧⊗1

y
SS ⊗

◦∧U∗S ⊗
◦∧VS (−1)|S\a|xB∪a ⊗ e∗S ⊗ vS\B

Therefore,

(−1)|S|−1(φ
S,S\a
l )∗(xB ⊗ e∗S\a ⊗ v(S\a)\B) = xB∪a ⊗ e∗S ⊗ vS\(B∪a),

so that the left square commutes.

The map

(π.S\a)φS\a : TS\a(φ/a)→ TS(φ)

in Definition 1.21 is given by the composition of the sequence of maps

TS\a(φ/a) = SS\a(φ/a)∗ ⊗ ◦∧US\a
◦∧VS\a(φ/a)∗y1⊗d

SS\a(φ/a)∗ ⊗ ◦∧US\a ⊗
◦∧VS\a(φ/a)∗ ⊗ Ua ⊗ V ∗ayτ

SS\a(φ/a)∗ ⊗ ◦∧US\a ⊗ Ua ⊗
◦∧VS\a(φ/a)∗ ⊗ V ∗ayπ∗⊗∧⊗c

SS(φ)∗ ⊗ ◦∧US ⊗
◦∧VS(φ)∗ = TS(φ).
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Similarly, we obtain image of a basis element xB ⊗ e∗S ⊗ vS\B by composition of the

sequence of dual maps as follows.

xB ⊗ e∗S ⊗ vS\Byπ⊗δ⊗c∗
xB ⊗ e∗S\a ⊗ e∗a ⊗ v(S\B)\a ⊗ vayτ∗
xB ⊗ e∗S\a ⊗ v(S\B)\a ⊗ e∗a ⊗ vay1⊗d∗

xB ⊗ e∗S\a ⊗ v(S\a)\B

Therefore,

(−1)l(πφS\a)
∗
S\a(xB ⊗ e∗S ⊗ vS\B) =

 (−1)lxB ⊗ e∗S\a ⊗ v(S\a)\B if a /∈ B

0 otherwise

and the diagram commutes. 2

References

[1] A. Björner, The homology and shellability of matroids and geometric lattices, in ”Matroid

Applications”’, N. White, ed., Cambridge University Press, Cambridge (1992), 226-283.

[2] W. Bruns and J. Herzog, Cohen-Macaulay rings, Cambridge Studies in Advanced Mathe-

matics, 39 Cambridge University Press, Cambridge, (1993).

[3] T. Brylawski, The broken-circuit complex, Trans. Amer. Math. Soc. 234 (1977), 417-433.

[4] H. Charalambous, Betti numbers of multigraded modules., J. Algebra 137 (1991) no. 2,

491–500.

[5] H. Charalambous and A. Tchernev, Free resolutions for multigraded modules: A gener-

alization of Taylor’s construction, Math. Res. Lett. 10 (2003), 535–550.

[6] D. Cox, J. Little and D. O’Shea, Using Algebraic Geometry. Second Edition Graduate

Texts in Mathematics, 185 Springer-Verlag, New York, 2005.

[7] H. Crapo, A higher invariant for matroids. J. Combin. Theory 2 (1967), 406-417.

[8] D. Eisenbud, Commutative Algebra with a View Toward Algebraic Geometry Graduate Texts

in Mathematics, 150 Springer-Verlag, New York, 1995.

[9] E.G. Evans and P. Griffith, Binomial behavior of Betti Numbers for modules of finite

length, Pacific J. Math., 133 (1988), 267-276.
47



[10] S. Goto and K. Watanabe On Graded Rings, II (Zn-graded rings), Tokyo J. Math. 1 (1978)

no. 2, 237-261.

[11] E. Miller, The Alexander duality functors and local duality with monomial support, J. Algebra

231 (2000), 180–234.

[12] E. Miller and B. Sturmfels, Combinatorial Commutative Algebra, Graduate Texts in

Mathematics, 227 Springer-Verlag, New York, 2005.

[13] J. Oxley, Matroid Theory, Oxford Sci. Publ., Oxford University Press, New York, 1992.

[14] L. Santoni, Horrocks’ question for monomially graded modules, Pacific J. Math. 141 (1990),

105-124.

[15] D. Taylor, Ideals generated by monomials in an R-sequence, Thesis, Univ. of Chicago, 1966.

[16] A. Tchernev, Representations of Matroids and Free Resolutions for Multigraded Modules,

Adv. Math., 208 (2007) no. 1, 75-134.

[17] D.J.A. Welsh, Matroid Theory, L. M. S. Monographs 8, Academic Press, London-New York,

1976.

[18] T. Zaslavsky, Facing up to arrangements: Face-count formulas for partitions of space by

hyperplanes, Mem. Amer. Math. Soc. 1 (1975), No. 154.

[19] G. Ziegler, Matroid Shellability, Journal of Algebraic Combinatorics 1 (1992), 283-300.

Department of Mathematics, University at Albany, SUNY, Albany, NY 12222

E-mail address: am2875@albany.edu

48


