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The term probability refers 1o the study of randomness and uncertainty,
In any situation in which one of a number of possible outcomes may oc-
cur, the theory of nrobability provides methods for guantifying the
chances, or likelihcods, associated with the various outcomes. The lan-
guage of probability is constantly used in an informal manner in both writ-
ten and spoken contexis. Examples include such statements as "It is likely
that the Dow-lones avarage will increase by the end of the year,” “There
is a 50~5C chance that the incumbent will seek reelection,” "There will
probably be at least one section of that course offered next year,” “The
odds favor a guick settlement of the strike,” and "It is expected that at
least 20,000 concert tickets will be sold.” In this chapier, we introduce
some elementary probability concepts, indicate how probabilities can be
interpreted, and show how the rules of probability can be applied to com-
pute the probabilities of many interesting events. The methodology of
probability will then permit us to express in precise language such informal
statements as those given above.

The study of probahility as a branch of mathematics goes back over
300 years, where it had its genesis in connection with questions involving
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games of chance. Many books are devoted exclusively to probability, but
our objective here is to cover only that part of the subject that has the most
direct bearing on prablems of statistical inference.

2.1

i
£

An experiment is any action or process whose outcome is subject to uncertaintly. Al-
though the word experimen: generally suggests a planned or carefully controlled labo-
ratory lesting situation, we use it here in a much wider sense. Thus experiments that
may be of interest include tossing a coin once or several times, selecting a card or cards
from a deck, weighing a loaf of bread, ascertaining the commuting time from home (o
work on # particular morning, obtaining blood types from a greup of individuals, or
measuring the compressive strengths of different steel beams,

DEFINITION The sample space of an experiment, denoted by & is the set of all possible out-

ncértainty.

i
|
|
i
i
!

comes of that experiment, i
|
. |

S may oc-
fying the Example 2.7 The simplest experiment to which probability applies is one with two possible out-
. The lan- comes. One such experiment consists of examining a single fuse to see whether it is de-
hoth writ- fective. The sample space for this experiment can be abbreviated as £ = {N, D). where
"It is likely N represents not defective, I3 represents defective, and the braces are used to enclose
- the elements of a sel. Another such experiment would involve fossing a thumbtack and
r” "There noting whether it landed point up or point down, with sample space £ = {U, D}, and

There will

yet another would consist of observing the gender of the next child born at the local

;" "The hospital, with & = {M, F}. B

ad that at - : , : . -
sxamiple 2.2 If we examine three fuses in sequence and note the result of each examination, then an

introduce outceme for the entire experiment is any sequence of N's and D’s of length 3, so

es can be )

4 &= [NNN, NND, NDN, NDD, DNN, DND, DDN, DD

'd to com-

dology of Il we had tossed a thumbtack three times, the sample space would be obtained by re-

. placing N by U in fabove, with a similar notational change vielding the sample space

hinformal for the experiment in which the genders of three newborn children are observed.
p 8

back over Exampie 2.3 Two gas stations are located at a certain intersection. Each one has six gas pumps. Con-

 Invelving sider the experiment in which the number of pumps in use at a particular time of day is

determined for each of the stations. An experimental outcome specifies how many
pumps are in use at the first station and how many are in use at the second one. One
possible outcome is (2, 23, another is (4, 1), and yvet another is (1, 4}, The 49 outcomes
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in & are displayed in the accompanying labic. The sample space for the experiment in
which a six-sided die is thrown twice results from deleting the O row and 0 column from
the table, giving 36 outcomes.

Second Station

1 3

1) _ (0, 3)

{1, h : (1,3

2.1 (2.3)
First Station (3, 1) 3

{4, 1) 4. 3)

5.1

6.

If a new type-D flashlight battery has a voltage that is outside certain Himits, that bat-
tery is characterized as a failure (F); if the battery has a voliage within the prescribed
limits, it is a success (5). Suppose an experiment consists of testing each battery as il
comes off an assembly line until we first observe a success. Although it may not be very
likely, a possible outcome of this experiment is that the first 10 (or 100 or 1000 or . . )
are F's and the next one is an 5. That is, for any positive integer n, we may have fo
exantine n batieries before seeing the first S. The sample space s &= {8, FS, FF§,
FFFS, ...}, which contains an infinite number of possible oulcomes. The sume abbre-
viated form of the sample space is appropriate for an experiment in which, starting at
a specified time, the gender of each newborn infant is recorded until the hirth of a male
is observed. B

In ouvr study of probability, we will be interested not only in the individual ovtcomes
of £bhut also in any collection of cutcomes from &

An event is any collection (subsel) of outcomes contained in the sample space &
An cvent is said fo be simple if it consists of exactly one outcome and compound
if it consists of more than one outcome.

When an experiment is performed. a particular event A is said to occur if the resulting
expertmental ouscome is contained in A. In general, exactly one simple event will oc-
cur, but many compound events will occur simultaneously.

Consider an experiment in which each of three vehicles taking a particular freeway exit
turns left (L} or right {R) at the end of the exit ramp. The eight possible ocutcomes that
comprise the sample space are LLL, RLL, LRL, LLR, LRR, RLR, RRL. and RRR. Thus
there are eight simple events, among which are £, = {LLL} and £s = {LRR}. Some
compound events include
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= {RLL, LRL, LLR} = the event that exactly one of the three vehicles turns right
= {LLL RLL, LRI, LLR} = the event that at most one of the vehicles terms right

C = {LLL, RRR)} = the evenl that all three vehicles turn in the same direction

Suppose that when the experiment is performed, the outeeme is LLL. Then the simple
event | has cccurred and so also have the events B and € (but not A}

When the number of pumps in use at each of two six-pump gas stations is observed,
there are 49 pos-@ib]e outcomes, so there are 49 simple evenrs: £, = (D, 0y},
£y =[O Do Ey = {6, 6)]. Examples of compound events are

= {0, 0), (I, 1), (2,2}, (3. 3), (4, 4), (5, 5), (6. 6)] = the event that the num-
ber of punps in use is the same for both stations

= {(0,4), {1, 3%, {2, 2), (3, 1), (4. ()} = the event that the total number of
pumps in use is four

C= {0,000, D), (1,00, (1, 1)} = the event that at most one pump is in use
at each station

The sample space for the battery examination experiment contains an infinite number
ol outcomes, so there are an infinite number of simple events. Compound events include

A =[5, FS, FFS} = the event that at most three batteries are examined _
= [FS, FFFS, FFFFFS, ...} = the event that an even number of batteries
are examined

An event is nothing bul a set, so relationships and results from elementary set theory
can be used to study events. The following cperations will be used to construet new
evenis from given events.

1. The union of two events A and B, denoted by A U B and read "4 or B, is the
event consisting ol all outcomes that are efther in A or in B or in bofh evenis
(50 that the union includes outcomes for which both A and R occur as well as
outcomes for which exactly one oceurs)—that is, all outcomes in at least one
of the events.

2. The intersection of two cvents A and B, denoted by A M B and read “A and
5,7 is the event consisting of all outcomes that are in borh A and B.

3. The complement of an event A, denoted by A’ is the set of all cutcomes in
& that are not contained in A.

For the experiment in which the number of pumps in use at a single six-pumnp gas sta-
tionis observed, let A = {0, 1,2, 53,4}, B = {3, 4. 5,6}, and C = {1, 3, 5}. Then

AUB={0,1,23,456}=8& AUC=1{0,1,23.4.5],
ANB={(34], ANC={1,3}, A'=(56}. {AUC) =6} E
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Exampie 2.8 In the battery experiment, define A, B, and C by
{Exarmple 2.4 A= (S FS, FFS)
B =15, FFS, FFFFS]

continued]

and
C = [F5, FFFS, FFFFFS, ...}
Then
AUB = (8§ FS, FFS, FFFFS]
ANB =[5 FFS}
A" = {FFFS, FFEFFS, FEFFFS, ...}

' = {5, FFS, FFFFS, ...} = {an odd number of batteries are examined} &

Sometimes A and B have no oufcomes in common, so that the intersection of A
and B contains no outcomes.

DEFINITION When 4 and B have no outcomes in common, they are said to be mutually ex-
clusive or disjoint events,

A small city has three automobile dealerships: a GM dealer selling Chevrolets, Ponti-
acs, and Buicks; a Ford dealer selling Fords and Mercurys; and a Chrysler dealer sell-
ing Plymouths and Chryslers. If an experiment consists of observing the brand of the
next car sold, then the events A = {Chevrolet, Pontiac, Buick} and B = {Ford, Mer-
cury} are mutually exclusive because the next car seld cannot be both a GM product
and a Ford product. =

The operations of union and intersection can be extended to more than two events.
For any three events A, B, and C, the event A U B U C is the set of outcomes contained
in at least one of the three events, whereas A M B M C 1s the set of outcomes contained
in all three events. Given events A, Aa, As, . . ., these events are said to be mutuatly ex-
clusive (or pairwise disjoint) if no two events have any outcomes i common.

A pictorial representation of events and manipulations with events is obtained by
using Venn diagrams. To construct a Venn diagram, draw a rectangle whose interior will
represent the sample space & Then any event A is represented as the interior of a closed
curve (often a circle) contained in & Figure 2.1 shows examples of Venn diagrams.

it

g |

@D’
|
!

(a) Venn diagram of (b} Shaded region {¢) Shaded region {d) Shaded region {¢} Mautually exclusive
cvents A and B isAMB isAUB i is A cvents

Figure 2.1 Venn diagrams
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1.

i

Four universities—1. 2, 3, and 4-—are participating

in a holiday basketball tournament. In the first

round, 1 will play 2 and 3 wiil play 4, Then the two

winners will play Tor the champtonship. and the two

losers will also play. One possible outcome can he

denoted by 1324 (1 beats 2 and 3 beats 4 in first-

round games, and then | beats 3 and 2 beats 4,

a. List all outcomes in £,

b. Let A denote the event that | wins the tourna-
ment. List outcomes in A.

¢ Let B denote the event that 2 gets into the cham-
pionship game. List outcomes in B,

d. What are the owtcomes in A U Bandin A M R?
What are the outcomes in A'7?

Suppose thut vehicles waking a particular freeway

exit can twm right (R), trn left (L), or go straight

(S} Consider observing the direction for cach of

three successive vehicles.

a, List all outcomes in the event A that all three ve-
hicles go in the same direction.

b, List all outcomes in the event 5 that 2l three ve-
hicles take different directions.

¢. Listall outcomes in the event C that exactly two
of the three vehicles turn right,

d. List all outcomes in the event D that exactly two
vehicles go in the same direction.

e. Listoutcomesin D', C U 2, and € (M D

Three components are conpected to form a system

as shown in the accompanying diagram. Because

the components in the 2-3 subsystens are connected

in parallel, that subsystem will function if at Jeast

one of the two individual components functions.

For the entire sysiem to function, component |

must function and so must the 2-3 subsystem.

SV
| N
\\

The experiment consists of determining the condi-

tion of each compenent [§ (success) for a function-

ing component and F {failare) for a nonfunctioning

component].

a, What ontcomes are contained in the event A
that exactly two out of the three componenis
function?

F =

n

b. What outeomes are contained in the event & that
at least two of the components function?

¢. What outcomes are contained in the event ¢ that
the system functions?

d. Listoutcomes in CLAUC ANC BUC and
BOcC

Each of a sample of four home mortgages is classi-

fied as fixed rate (F) or variable rate {V),

a. What are the 16 outcomes in £7

h. Which outcomes are in the event tha exactly
three of the selected mortgages are fixed rae?

¢. Which outcomes are in the event that al} four
mortgages are of the sume type?

d. Which outcomes are in the event that ar most
one of the four is a variable-rate morigage?

€. Whal is the union of the events in parts {c) and
{d). and what is the inmtersection of these two
events?

f. Whal are the union and intersection of the two
events in parts (b} and (¢)?

A family consisting of three persons—A, B, and

C—belongs to & medical clinic that always hus a

doctor ut each of stations 1. 2, and 3. During a cer-

tain week. each member ol the family visits the

clinic once und is assigned at random (o a station.

The experiment consists of recording the station

number for each member. One outcome is (1, 2, 1)

for A 1o station 1, B 1o station 2, and C to station |,

a. List the 27 outcomes in the sample space.

b. List all outcomes in the event that all three
members go to the same station.

¢. List all outcomes in the event that all members
go to different stations,

d. List all outcomes in the event that no one goes
Lo station 2.

A college library has live copies of a certain text on

reserve. Two copies (1 and 2) are first printings, and

the other three (3, 4, and 5) wre second printings, A

student examines these books in randem order. stop-

ping only when o second printing hus been selected.

One possible outcome is 3, and another is 213,

a. List the outcomes in &

b, Let A denote the event that exactly one book
must be examined. What cutcomes are in A?

¢ Let B be the event that book 5 is the one se-
lected, What outcomes are in B7

d. Lel C be the event that book 1 is rot examined,
What outcomes are in C?
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. An academic department has just completed voling

by secret ballot for a department head. The ballol

box contains four slips with votes for candidate A

and three slips with votes for candidate B, Suppose

these siips are removed from the box one by one.

a. List all possible outcomes,

h. Suppose @ running tally is kept as slips are re-
moved. For what outcomes does A remain ahead
of B throughout the tally?

. Anengineering construction firm is currently work-

ing on power plants at three different sites, Let A,
denole the event that the plant at site 7 is completed
by the contract date. Use the operations of union,
intersection, and complementation o describe each
of the following events in terms of A, A, and Ay
draw a Venn diagram. and shade the region corre-
sponding Lo each one.

a. Al least one plant is completed by the contract

date.
b. All plants arc completed by the contract date.

. Cnly the plant at site 1 is completed by the con-
tract dute.

. Exactly one plant is completed by the contract
date.

. Either the plant at site 1 or both of the other two
plants are completed by the contract date.

. Use Venn diagrams to verify the following two rela-

tionships for any evenis A and B (these are called
De Morgan's laws):

a AUB' =A"NE

h. (ANEY = AU B

. a. In Example 2.10, identify three events that are

mutually exclusive.

. Suppose there is no ouwtcoime common o all
three of the events A, B, and C. Are these three
events necessarily mutually exclusive? If your
answer is yves. explain why; if your answer is no,
give a counterexample using the experiment of
Example 2.10,

Given an experiment and a sample space &, the objective of probability is to assign io
each event A g number PAY, called the probability of the event A, which will give a pre-
cise measure of the chaince that A will occur. To ensure that the probability assignments
will be consistent with our intuitive notions of probability, all assignments should sat-
isty the following axioms (basic properties) of probability,

AXIOM i For any event 4, P(A) = 0.
P&y = 1.

a HALA

AXIOM 2
AXIOM 3

A, is a finite collection of mutuaily exciusive events, then

k
PlA, UA U-—UA) = P(A)

b. IfA,. A, As, . . .15 an infinite collection of muiuaily exclusive events, then

PA UA, UA U ) =2 Pl4)

Axiom 1 reflects the intuitive notion that the chance of A occurring should be
nonregative. The sample space is by definition the event that must occur when the ex-
periment is performed (contains all possible outcomes}, so Axiom 2 says that the max-




ited by the con-
by the contract

of the other two
ract date.

owing two rela-
hese are called

cvents that are

sommon to all
Are these three
tusive? If your
IF answer is no,
s experiment of

S o assign to
il give a pre-
¢ assignments
15 should sat-

then

its, then

ng should be
when the ex-
that the max-

2.2 Axioms, Interpretations, and Properties of Prabability 59

imum possible probability of 1 is assigned to & The third axiom formalizes the idea that
if we wish the probability that at least one of a number of events will occur and no two
of the events can occur simuitaneously, then the chance of at least one occurring is the
sum of the ch&nces of the individual events.

In the experiment in which a single coin is tossed, the sample space is £ = {#, 7}, The
axioms specify P(£) = 1, so to complete the probability assignmen, it remains only to
determine P{H) and P(]) Since A and T are disjoint events and H U T = = & Axiom 3
implies that

b= P8y = PLHY + P(T)

This implies that P(T) = | — P(H). The only freedom allowed by the axioms in this
experiment is the probability assigned to H. One possible assignment of probabilities is
P(H) =5 P(I = 5, whereas another possible assignment is P(H) = 75, P(T) =
25, In fact, letting p represent any fixed number between 0 and 1, PHY=p and
P(T) =1 — p is an assignment consistent with the axions.

Consider the experiment in Example 2.4, in which batteries coming off zn assembly
line are tested one by one until one having a \,olt'm, within prcscnde limits is found.
The simple events are E, = {S}. E, = [FS}, E. = (FFS}, E = {FFFS}, ... . Suppose
the probability of any particular battery being satlsfflcloly is 99 Then it can be shown
that P(E) = .99, PIE) = (G199, P(E) = (G170.99), .. .isan assignment of prab-
abilities to the simple events that satisfles the axioms. In pm]cu}m because the £)s are
disjointand &= E, U E, U E, U ... it must be the case that

i

It

PEY = P(E) + P(E) + PE) + - -
99[1 + .01 + (D1 * (01 + -+

iE

The validity of this equality is a conseguence of a mathematical result concerning the
sum of a geometric series.

However, another legitimate (according to the axioms) probability assignment of
the same “geometric” Lype is obtained by replacing .99 by any other number p between
Dand 1 (and .01 by 1 — p). 3

interpreting Probability

o

Examples 2.11 and 2.12 show that the axioms do not completely determine an assign-
ment of probabilities to events. The axioms serve only to rule out assignments incon-
sistent with our intujtive notions of probability. In the coin-lossing experiment of Ex-
ampie 2.11, two particular assignments were suggested. The appropriate or correct
assignment depends on the manner in which the experiment is carried out and also on
one's mnlerpretation of probability. The interpretation that is most frequently used and
most easily understood is based on the notion of relative frequencies.

Consider an experiment that can be repeatedly performed in an identical and in-
dependent fashion, and let A be an event consisting of a fixed set of outcomes of the ex-
periment. Simple examples of such repeatable experiments include the coin- tossing and
die~tossing experiments previously discussed. If the experiment 15 performed n times,
on some of the replications the event A will occur (the outcome will be in the set Al



680 CHapTER 2 Probability

and oa others, A will not oceur. Let nfA) denote the number of replications on which A
does occur. Then the ratio n(A)n is called the relarive Sfrequency of occurrence of the
event A in the sequence of n replications. Empirical evidence, based on the results of
many of these sequences of repeatable experiments, indicates that as » grows large. the
relative frequency n(4)n stabilizes, as pictured in Figure 2.2, That is, as n gets arbi-
trarily large, the relative frequency approaches a limiting value we refer to as the Jimir-
ing relative frequency of the event A. The objective interpretation of probability identi-
fies this limiting relative frequency with P(4).

mA) _ Relative
n frequency

i X

E}‘

1 2 3 100 10 e vee

i1 = Number of experiments performed

Il probabilities are assigned Lo evenis in accordance with their limiting refative
frequencies, then we can interpret a statement such as “The probability of that comn
landing with the head facing up when it is tossed is .57 to mean that in a large number
of such tosses, a head will appear on approximately half the tosses and a tail on the
other halll

This relative frequency interpretation of prebability is said to be objective be-
causc it rests on a property of the experiment rather than on any particuiar individual
concerned with the experiment. For example, two different observers of a sequence of
coin tosses should both use the same probability assignments since the observers have
nothing to do with limiting relative frequency. In practice, this interpretation is not as
objective as it might seem, since the limiting relative frequency of an event will not be
known. Thus we will have 1o assign probabilities based on our beliefs about the limil-
ing relative frequency of events under study. Fortunately, there are many experiments
for which there will be a consensus with respect to probability assignments. When we
speak of a fair coin, we shall mean P(H) = P(T) = 5. and a fair die is one for which
limiting relative frequencies of the six cutcomes are all [J— suggesting probability as-
signments P({1}) = - = P({6)) = .

Because the objective interpretation of probabiiity is based on the notion of Hm-
iting frequency, its applicability is limited to experimental situations that are repeatable.
Yet the language of probability is often used in connection with situations that are in-
herently unrepeatable. Examples include: “The-chances are good for a peace agree-
ment™: “It is likely that our company will be awarded the contract’™ and “Because their
best quarterback is injured. I expect them to score no more than 10 points against us.”
In such sitwations we would like. as before, to assign numerical probabilities to various
outcomes and events {e.g., the probabiiity is .9 that we will get the contract). We must
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therefore adopt an alternative interpretation of these probabilitics. Because different ob-
servers may have different prior information and opinions concerning such experimen-
tal situations, probability assignments may now differ from individual to individuai, In-
terpretations in such situations are thus referred to as subjective. The book by Robert
Winkler listed in the chapter references gives a very readable survey of several stbjec-
tive interpretations.

Froperiiss of Probhabiliby

g &

(4]

(2

For any event A, P(A) = 1 — P(4").

Proot

In Axiom 3a, let k=2, A, = A, and A, = A’. Since by definition of A", A U A’ = &
while A and A are disjoint, 1 = P(£) = P(A U A") = P(A) + P(A"), from which the
desired result follows. i

This proposition is surprisingly useful because there are many situations ir which
P(A") is more easily obtained by direct methods than is P(A).

Consider a system of five identical components connected in series, as illustrated in

Figure 2.3.
e B 2 3 4 3 }‘

Figure 2.3 A system of five components connectad in seriss

Denote a component that fails by F and one that doesn’t fail by S (for success). Let A be
the event that the sysrem fails. For A to oceur, at least one of the individual components
must fail. Outcomes in A include SSFSS (1, 2, 4, and 5 all work, but 3 does not), FFSSS,
and so on. There are in fact 31 different outcomes in A. However, A’ the event that the
systerm works, consists of the single outcome SSSSS. We will see in Section 2.5 that if
90% of all these components do not fail and different components fail independently of
one another, then P(A") = P(S5855) = .9° = 59, Thus P(A) = 1 — 59 = 41; s0 among
a large number of such systems, roughly 41% will fail. !

In general, the foregoing proposition is useful when the event of interest can be ex-
pressed as “at least . . . ,” since then the complement “less than . . " may be easier to
work with {in some problems, “more than . . " is edsier to deal with than “at most . . .
When you are having difficuity calculating P(A) directly, think of determining P{A").

I B

| If A and B are mutually exclusive, then P(A M B) = 0.
I
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PROPOSITION

Proot
Because A M B contains no outcomes, (A 11 B) = & Thus we have that 1= P{ANB)Y]

1 — P(A M B), which implies AN B)=1-—1=0. o

When events A and B are mutually exclusive, Axiom 3 gives P(A U B) =
P(A) + P(B). When A and B are not mutually exclusive, the probability of the union
is obtained from the following result.

For any two events A and B,

P(AU B) = P(A) + P(B) — P(AN B)

|
i

Notice that the proposition is valid even if A and B are mutually exclusive, since then
P(A 1N B) = 0. The key idea is that, in adding P(A) and P(B), the probability of the in-
tersection A M B is actually counted twice, so F{A M B) must he subtracted out.

Proot

Note first that A U B = A U (B N A", as illustrated in Figure 2.4. Since A and (B 1N A"
are mutually exclusive, P(A U B) = P{A) + P(B 0} AN ButB=(BNAUBNA)
(the union of that part of B in A and that part of B not ind), with (B Ayand (B M A")
mutually exclusive, so that P(B) = P(B (1 A) + P(B M A"). Combining these resulis
gives

P(A U By = P{A) + P(BMA") = P(Ay + [P(B) — PA M B)j
= P(A) + P(By - PIAN B)

In a certain residential suburb, 60% of all households subscribe to the metropolitan
newspaper published in a nearby city, 80% subscribe to the local paper, and 50% of all
households subscribe to both papers. If a household is selected at random, what is the
probability that it subscribes to (1) at least one of the two newspapers and (2) exactly
one of the Lwo newspapers?

With A = {subscribes to the metropolitan paper} and £ = [ subscribes to the local
paper}, the given information implies that P{A) = 6, P(B) = 8, and P(A N B) = 5. The
previous proposition then applies to give ‘

P(subscribes 1o at least one of the two newspapers)
=PAUB) =PA)+PB)~PANB=6+8—-5=29
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The event that a household subscribes only to the local paper can be written as A° M B
[{not metropolitan) and local]. Now Figure 2.4 implies that

S=PAUB)=PA)+ PA MB) =.6+PA NB

from which P{A' N B) = 3. Similarly, P(A N BY = P(A U B) — P(BY = 1. This is ali
llustrated in Figure 2.5, from which we see that

The probubility of a union of more than two events can be computed analogously.
For three events 4, B, and C, the resuit is

PAUBUCy=PA)+ PB} + PIC) — PLATYB) — P{A N C)
- PBOCYHPANBNO

This can be seen by examining & Venn diagram of 4 U B U C, which is shown in Fig-
ure 2.6. When P(A), P(B), and P(C) are added, certain intersections are counted twice,
so they must be subtracted out, but this resulls in P(A M B N ©) being subtracted once
too often,

When the number of possible outcomes (simple events} is large, there will be many com-

pound events. A simple way to determine probabilities for these events that avoids vio-

lating the axjoms and derived properties is to first determine probabilities A%} for all

simple events. These should satisfy P(E)) = 0 and 3., P(£) = 1. Then the probability

of any compound event A is computed by adding together the PIE)’s for all E's in A:
PA)= 2 PE)

sl E'sinA
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Denote the six elementafy events {1}, ..., {6} associated with tossing a six-sided
die once by Ey, . . ., E,. If the die is constructed so that any of the three even out-
comes is twice as fikely to occur as any of the three odd outcomes, then an appropri-
ate assignment of plobabxhucs to elementary events is P(E|) = P{E5) = P(E,) = 1—,

P(E) = PE,) = P(Eﬁ) 5. Then for the event A {ouu,mm, iseven! = E, U E, UE,
P(A) = P(Eq) +PE) T PE) =5 = 3 for B = [outcome =3} = £, UE UE,
P(B) =

I many experiments consisting of N outcomes, it is reasonable to assign equal proba-
bilities to all N simple events. These include such obvious examples as tossing a fair
coin or fair die once or twice (or any fixed number of times), or selecting one or sev-
eral cards from a well-shuffled deck of 52. With p = P(E)) for every 1,

N N 1
=20 PEY= 2p=p-N sop=-—
i1 i=1 N
That is, if there are N possible outcomes, then the probability assigned te each is 1/
Now consider an event A, with N(A} denoting the number of outcomes contained
in A. Then

1N
PAY =S PE =Y — =)

Eiin A Eiin A N N

Once we have counted the number N of outcomes in the sample space, to com-
pute the probability of any event we must count the number of outcomes contained in
that event and take the ratio of the two numbers. Thus when outcomes are equally
likely, computing probabilities reduces to counting.

When two dice are rolled separately, there are N = 36 outcomes {delete the first row
and column from the table in Example 2.3). If both the dice are fair, all 36 outcomes
are equally likely, so P(E)) = 3’(;. Then the event A = {sum of two numbers = 7} con-
sists of the six outcomes (1, 6), (2, 5), (3, 43, {4, 3), (5, 2), and (4, 1}, s0

N(A
P(A)=—-——~](V) =

. A mutual fund company offers its customers Money-market  20% High-risk stock
several different funds; a money-market [und, Short bond 15% Moderate-risk!
three different bond funds (short, intermediate, Intermediate stock
and long-term}, two stock funds (moderate and bond ) ] Balanced
high-risk), and a balanced fund. Among cus- Long bond
tomers who own shares in just one fund, the per-
centages of customers in the different funds are as A customer who owns shares in just one fund is
follows: randomly selected.
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a. Whatis the probability that the selected tndivid-
wd owns shares i the halanced fund?

b. What is the probability that the individual owns
shares in o bond fund?

¢. What is the probability that the selected individ-
val does not own shares in a stock fund?

Consider randomly selecting a stdent at a certain

university, and let 4 denote the event that the se-

lected individual has a Visa credit card and £ be the

andlogous event for a MasterCard. Suppose that

PiAy= 5, P(By= 4 and P(A M BY = 25,

a4, Compute the probabiliry that the selected indi-
viduat bas at least one of the two types of cards
{i.c., the probabitity of the event A U 8).

h. What is the probability that the selected individ-
ual has neither type of card?

¢, Describe, in terms of A and B, the event that
the selected student has o Visa card but not a
MuasterCard, and then calcnlate the probubility
of this event,

- A computer consulting firm presently has bids ow

on three projects. Let A, = {awarded project i}, for
i= 1 203, and suppose that P(A) = 22, P(A) =
A5, PAY = 28, PA DAY= L PA N A =
D5 PA, M ALY = 07, PLA, M AN AD = 01 Ex-
press in words each of the following events, and
compute the probability of each event:

a, A U A

b AL MVAL Mz (A, U ALY = A0 AL

e A, UAS U A, do AT AL AL
e AVTTALN AL LA mAD U A,

A uzility company offers a fifeline rate 1o any house-
hold whose eleciricity usage Tulls below 240 kWh
during a particular month. Let 4 denote the eveny
that 4 randomly selected houschold in a certain
community does not exceed the hifeline usage dur-
ing January. and let B be the analogous event for
the month of July (A and B refer to the same
householdy. Suppose PtAY = 8. PR = 7. and
PLA L1 By = 9. Compute the following:
a. PlA N B
b. The probubifity that the lifeline ysage amount is
exceeded in exactly one of the two months, De-
sertbe this event in terms of A and 8.

Consider the type of clothes dryver {gas or electric)

purchased by each of five different customers at a

certain store.

a. 1l the probubility that at most one of these pur-
chases an electric dryer is 428, what is the probg-
bility that at least two purchase an electric dryer?

16

i7

19

b If Pali five purchase gasy = 116 and Plall five
purchase electric) = 0035, what is the probabil-
ity that at least one of each type is purchased?

Arn individual 18 presented with three different

glasses of colu, labeled €, D, and 2 He is asked 1o

taste all three and then list them in order of prefer-

ence. Suppose the same colu has actually been put
into all three glasses.

&, What are the sinple events in this ranking ex-
periment, and what probability would vou us-
sign 10 each one?

b. What is the probability that C is ranked frst?

¢ What is the probability that Cis ranked Arst and

£ is ranked last?

Let A denote the event that the next request for assis-
tunce from a statistical software consultant relates to
the SPSS package, and let B be the event that the
next request is for help with SAS. Suppose that
PiAY = 30 and P{B) = 30,

@ Why is it not the case that PIA) + P81 = |7

1. Calculate Pr4%),

c. Calcuiate PLA U B,

d. Caleulate PLA" M BY,

A box contains [our 40-W bulbs, five 60-W bulbs.
amd six 73-W bulbs. If bulbs are selected one by

e

one in random order. what is the probabilicy that at
least two bulbs must be selected to obtain one that
is rated 75 W7

Human visual inspection of solder joints on printed
circuit boards can be very subjective. Part of the
prohlem stems from the numerous types of solder
defects (e.g.. pad nopwetting, knee visibility. voids}
and even the degree to which a joint possesses one
or more of these delects, Consequently. even highly
trained inspectors can disagree on the disposition of
a particular joint. In one batch of 10,000 joins, in-
spector A found 724 that were judged defective, in-
speclor B found 751 such joints, and 1139 of the

joints were judged defective by at least one of the

inspectors. Suppose that one of the HL,000 joints is

randomiy selected,

#. What is the probability that the selected joint
waus judged w be defective by neither of the two
inspectors?

b. What is the probabiliey thut the selected joint
was judged to be defective by inspecior B bt
not by inspector A?

. A certain factory operates three different shifts.

Over the last year, 200 accidents have occurred ar
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the factory. Some of these can be attribated at least
in part to unsale working conditions, whereas the
others are unrelated to working conditions. The ac-
companying table gives the percentage of accidents
falling in euch type of accident-shifl category.

Unrelated 1o
Conditions

{Unsufe
Conditions

Shift  Swing 85 (

Day 0% 5%
Night 5% 2%

Suppose one of the 200 accident reports is ran-

domly selected from s file of reports, and the shift

and type of accident are determined.

a. What are the simple evenis?

b, What is the probability that the selected aceident
was attributed to unsale conditions?

¢. What is the probability that the selected accident
did not occur on the day shift?

An insurance company offers lowr different de-

ductible levels—none, low, medium, and high—for

s homeowner’s policvholders and three diffcrent

levels—low, medium, and high—Ter its automobile

policyhotders. The accompunying table gives pro-

portions for the various categonies of policyholders

who bave both types of insurance. For example, the

proportion of individuals with both low home-

owner’s deductible and Jow auto deductible is 06

(6% of all such individuals).

Homeowner’s

Aunto L M

L 04 06 .05
M 07 A0 20
H 02 03 13

Suppose an individaal having both types of policies

is randomly selected.

i, What is the probability that the individual has
a medium awto deductible and a high home-
owner's deductible?

What is the probability that the individual has a
low auto deductible? A low homeowner’s de-
ductible?

Whul is the probability that the individual is in
the same category for both auto and home-
owner’s deductibles?

Based on your answer in part {¢). what is the
probability that the two categories are differem?
What is the probability that the individual has at
least one low deductible level?

f. Using the answer in part ¢}, what is the proba-
bility that neither deductible level 18 Tow?

- The route used by a certain motorist in commuting
to work contains two intersections with traffic sig-
nais. The probability that he must stop at the first
signal is 4, the analogous probability for the sec-
ond signal is .5, and the probability that he must
stop at at least one of the two signals 15 6. What is
the probability that he must stop
a, At both signals?

b. At the first signal but not at the second one?
¢, Al exactly one signal?

23. The computers of six faculty members in a certain

department are o be replaced. Two of the faculty
members have selected laptop machines and the
other four have chosen desktop machines. Suppose
that only two of the setups can be done on a partic-
ular day, and the two computers to be sel up are ran-
domly selected from the six (implying 13 egually
likely outcomes; i the computers are numbered
1,2, .. .. 6. then one outcome consists of com-
puters T and 2, another consists of computers | and
3, and 50 on).
- What is the probability that both selected setups
are for laptop computers?
. What is the probability that both selecied sewps
are desktop machines?
What is the probability that at least one seleeted
setup is for a desktop computer?
What is the probability that at least one com-
puter of each type is chosen for setup?

Use the axioms to show that if one event A is con-
lained in another event B {i.e.. A is a subset of B),
then P(A} = P(B}. {Hint: For such A and B, A and
BN A" are disjoinl and B =4 U (B M A’), as can
be scen from & Venn diagram.] For gencral A and B,
what does this imply about the reladonship among
PLA MY By, PLAY, and PLA LU B)7

The three major options on a certain Lype of new car
are an aulomalic transmission (A}, & sunrgol (B),
and a stereo with compact disc player (C) S0 70%
of all purchasers request A, 80% request B, 75% re-
quest C, 83% reguest A or B, 90% request A or C,
95% request B or C, and 98% request 4 or B or C,
compute the prohabilities of the following events.
[Himr: “A or B is the event that at least one pf the
two oplions is reguested: wy drawing & Venn dia-
gram and labeling all regions.]
a. The next purchaser will request at least one of
the three options.
h. The next purchaser will select none of the three
options.




hat is the proba-
el is tow?

st in commuting
with traffic sig-
stop at the first
dity for the sec-
ity that he musi
ils is .6, What is

second one?

bers tn a certain
o of the faculty
achines and the
chines. Suppose
lone on a partic-
e set up are ran-
ying 15 egually
5 are numbered
onsists of com-
somputers | and

1 selected setups
1 selected setups

ast one selected
7:7

least one com-
setup?

cevent A 15 con-
5 a subset of B),
Aand B, A and
BTA™N, as can
seperal A and B,
wicnship among

Llype of new car
. A sunrood (B),
wer (OVTF 70%
est B, 75% re-
request A or C,
estAor BorC
Mowing events,
least one of the
ing & Venn dia-

tat least one of

one of the three

The next purchaser will reguest only an auto-
matic transmission and not either of the olher
Lwo oplions.

d. The next purchaser will select exactly one of

these three options,

. A certain system can experience three different

types of defects. Let A, {7 = 1., 2, 3) denote the event
that the system has a defect of type i. Suppose that

P(AY =12 P4 = 07 Pidy) = .05
PUA UAD = 13 PA, UA = 14
PA,UAD =10 PA, MANA)= 0]

a. What is the probability that the systern does not
have a type | defect?

b. What 1s the probability that the system has both
type | and type 2 defects?

¢. What is the probability that the system has both
type T and type 2 defects but not a type 3 defect?

d. What is the probabilizy that the system has at
most two of these defects?

. An academic department with five faculty mem-

bers—Anderson, Box, Cox, Cramer, and Fisher—
raust select two of its members to serve on a per-
sonnel review commitiee, Because the work will be

28.
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Hme-Cconsuming, no one is anxious o serve, so it is
decided that the representutive will be selected by
putting five ¢lips of paper in a box, mixing ‘them.
and selecting two.

#. What is the probability that bots Anderson and
Box will be selected? (Hine: List the equally
likely outcomes.)

b. What is the probabilisy that at least one of the two
members whose name beging with C is selected?

¢ I the five faculty members have taught for 3. 6,
7,10, and 14 years. respectively, at the univer-
sity, whal'is the probability that the two chosen
representatives have at least 15 years' teaching
experience at the university?

In Exercise 3, suppose that any incoming individual

is equally Iikely 1o be assigned to any of the three

stations irrespective of where other individuals

have been assigned. What is the probability that

a. All three family members are assigned 1o the
same station?

b. At most two family members are assigned w the
same station?

¢ Every family member is assigned to a different
station?

£
&
¢
=
ot
=
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 Technigues

When the various outcomes of an experiment are equally likely (the same probability
is assigned to each simple event), the task of computing probabilities reduces to count-
ing. In particulur, if Vis the number of outcomes in a sample space and N(A) is the num-
ber of outcomes contained in an event A, then

PiAY = MA) 2.0

N

If a list of the cutcomes is available or easy to construct and N is small, then the aun-
merator and denominator of Equation (2.1) can be obtained without the benefit of any
general counting principles,

There are, however, many experiments for which the effort involved in construci-
ing stich a list is prohibitive because N is quite large. By L\p]OlHHC‘ some general counl-
mg rules, it is possible to compute probabilities of the form ( 2.1y without a listing of
outcomes. These rules are also useful in many problems involvi ing outcomes that are not
equally likely. Several of the rules developed here w;il be used in studying pxob&bﬂu)
distributions in the next chapter.

M

ne Product Rule for Ordered Pairs

ks
H

Our first counting rule applies to any sitaton in which a set (event) consists of ordered
8 pp }
pairs of objects and we wish to count the number of such pars. By an ordered pair, we
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mean that, if (1 and €, are cbjects, then the pair (O, 0.} is different from the pair {Ch, 0J,).
For example, if an individual selects one airline for a trip from Los Angeles to Chicago and
(after transacting business in Chicago) a second one for continuing on to New York, one
possibility s {American, United), another is (United, American), and stll another is
(United, United).

FPROPOSITION I the first element or object of an ordered pair can be selected in n, wavs, and for
| each of these n, ways the second element of the pair can be selected in n, ways,

| then the number of pairs is n,n,.

|
!

A homeowner doing some remodeling requires the services of both a plumbing contrac-
tor and an electrical contractor. If there are 12 plumbing contractors and 9 electrical con-
tractors available in the area, in how many ways can the contractors be chosen? Tf we de-

note the plumbers by P, .. ., P, and the electricians by O, .. .., O, then we wish the
number of pairs of the form (P, ). With n, == 12 and n, = 9, the product rule vields
N = (12)}9) = 108 possible ways of choosing the two types of contractors. &

In Example 2.17. the choice of the second elerment of the pair did not depend on
which first element was chosen or occurred. As long as there is the same number of
choices of the second element for each first element, the product rule is valid even when
the set of possible second elements depends on the first element.

A family has just moved to a new city and regaires the services of both an obstetrician
and a pediatrician. There are two easily accessible medical clinics, cach having two ob-
stetricians and three pediatricians. The family will obtain maximom health insurance
benefits by joining 2 clinic and selecting both doctors from that clinic. In how many
wuys can this be done? Denote the obstetricians by Oy, On, Oy, and O, and the pediatri-
cians by Py, ..., P, Then we wish the number of pairs (0, P} for which O, and P, are
associated with the same clinic., Because there are four ohstetricians, n, = 4, and Tor
each there are three choices of pediatrician, so n, = 3. Applying the product rule gives
N = 1,0, = 12 possible choices. it

In many counting and probability problems, a configuration called a tree dicgram can
be used to represent pictorially all the possibilities. The tree diagram associated with
Example 2.18 appears in Figure 2.7. Starfing ffom a point on the left side of the dia-
gram, for each possible first element of a pair a straighi-line segment emanates right-
ward. Each of these lines is referred 1o as a first-generation branch. Now for any given
first-generation branch we construct another line segment emanating from the tip of the
branch for each possible choice of a second element of the pair. Each such line segment
is & second-generation branch. Because there are four obstetricians, there are four first-
generation branches, and three pediatricians for each obstetrician yields three second-
generation branches emanating from each first-generation branch,
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Flojpure 2.

Generalizing, suppose there are #, first-generation branches, and for each firsi-
gencration branch there are n, second-generation branches. The total number of
second-generation branches is then n,n,. Since the end of each second- generation
branch corresponds to exactly one possible pair (choosing a first element and then a
second puts us at the end of exactly one second-generation branch), there are nn,
pairs, verifying the product rule.

The construction of a tree diagram does not depend on having the same number
of second-generation branches emanating from each first- generation branch. If the sec-
ond clinic had four pediatricians, then there would be only three branches emanating
from two of the first-generation branches and four emanating from each of the ather two
first-generation branches. A tree diagram can thus be used 1o represent pictorially ex-
periments other than those to which the product rule appiies.

e
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If a six-sided die is tossed five times in succession rather th han just twice, then each pos-
sible outcome is an ordered collection of five numbers such as (1,3,1,2, 4y0r{6, 5,2,
2,2). We wiil call an ordered collection of k objects a k-tuple (so a pair is a 2-tuple and
a tiple is a 3-tuple). Each outcome of the die- tossing experiment is then a 5-tuple.

Product Rule for k-Tuples

Suppose 4 set consists of ordered collections of & eilements (k-tuples) and that
there are n, possible choices for the first element: for each choice of the first ele-
ment, there are 1, possible choices of the second element: . . .; for each possible
choice of the first £ — | elements, there are 1, choices of the kth element. Then
there are 1,51+« -+ + m, possible k-tuples.
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This more general rule can also be illustrated by a tree diagram; simply construct
a more elaborate diagram by adding third-generation branches emanating from the tip
of each second generation, then {ourth-generation branches, and so on, undl finally kth-
generation branches are added.

Exampie 2.1%  Suppose the home remodeling job involves first purchasing several kitchen appliances.
(Exarmple 2.17 They will all be purchased from the same dealer, and there are five dealers in the arca.
continued) With the dealers denoted by [, . . ., D, there are N = nnon, = (5312X(9) = 540
3-taples of the form (D, P, ), so Lhem are 540 ways (o choose first an dppimnce
dealer, then a plumbing contractor, and finally an electrical contractor.

K

Example 2.20  If each clinic has both three specialists in internal medicine and two general surgeons,
{Exemple 2.18 there are 1 n.mm, = (4)(3)3X2) = 72 ways to select one doctor of each type such that
continued) all doctors practice at the same clinic. e

sy, 5
Ferrmutations

So far the successive elements of a A-tuple were selected from entrely different sets
{e.g., appliance dealers, then piumbers, and finally electricians). In several [()§§t3§ of a
die, the set from which successive elements are chosen is always {1, 2, 3, 4, 5, 6}, but
the choices are made “with replacement” so that the same element can appear more than
onice. We now consider a fixed set consisting of n distinct efements and suppose that a
k-tuple is formed by selecting successively from this set without replacement so that an
element can appear in at most one of the & positions.

DEFINITION

Any ordered sequence of k objects taken from a set of n distinct objects is called
a permutation of size k of the objects. The number of permutations of size k that |
can be constructed from the # objects is denoted hy Py, !

1

The number of permutations of size & is obtained immediately from the general
product rule. The first element can be chosen in n ways, for each of these n ways the
second element can be chosen in # — 1 ways, and so on; finally, for each way of choos-
ing the first & — | elements, the &th element can be choseninn —(k — 1) =n — &k + 1
Ways, S0

P.,=nn—-—Dn—"2---n—k+DDin—Lk+1

Example 2.21  There are ten teaching assistants available for grading papess in a particular course. The
first exam consists of four questions, and the professor wishes to select a different as-
sistant to grade each question (only one assistant per guestion). In how many ways can
assistants be chosen to grade the exam? Here m = the number of assistants = 10 and
k = the number of questions = 4. The number of different grading assignments is thcn

Py = (10X9HE)(7) = 5040,

B
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The use of factorial notation allows P, t0 be expressed more compactly.
: p pactiy

| For any positive integer m, m! is read “m factorial” and is defined by i
Coml=m(m o 1) (2)(1). Alse, 01 = 1.

Using lactorial notation, (LO}OHBNT) = (TN THENE! = 106!, More
generally,

Poa=n{n~ 1y« n—k+1)
nln =1y m—k+Dn—kn—-%k—1y- - (230
i —kn —k—1y----- (2)1)

which becomes
n!

Piﬂ” e
(n — k)!

For example, P,y =09 ~ 1 =006 =0 .8 -7 - glf6! = 9-8-7. Note also that
becavse Ol = 1, P, = nlfin — m)! = nl/Q! = n¥/1 = a!, as it should.

CIIInations

There are many counting problems in which one is given a set of n distinct ebjects and
wishes to count the number of wnordered subsets of size k. For example, in bridge it is
only the 13 cards in a hand and not the order in which they are dealt that is important;
i the formation of a committee, the order in which cominittee members are listed is
[requently unimportant.

1

Given a set of n distinct objects, any unordered subset of size & of the obiects is J
called a combination, The number of combinations of size k that can be formed
I from « distinct objects will be denoted by (7). (This notation is more common in ‘
probability than C,,, which would be analogous to notation for permutations.) 1
i |

The number of combinations of size & from a particular set is smaller than the
number of permutations because, when order is disregarded, a number of permatations
correspond to the same combination. Consider, for example, the set [A, B, C, D, £} con-
sisting of five elements. There are 51/(5 — 3)! = 60 permutations of size 3. There are six
permutations of size 3 consisting of the elements 4, B, and C since these three can be or-
dered 3 -2 -1 = 31 = 6 ways: (4, B, (), (4, C, B), (B, A, O), (B, C, A).(C, A, B), and
(C. B, A). These six permutations are equivalent to the single combination {4, B, C )
Similarly, for any other combination of size 3, there are 3! permutations, each obtained
by ordering the three objects. Thus,

5 : 60
60::.103_5:(3)@!; 50(3):—3—'—={G
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These ten combinations are

A, B, C}{A B D} [A B, F} (A C D} [A C E}{A, D.E}, (B, C D)
{B.CE} B D EY|C D E)

When there are n distinct objects, any permutation of size k is obtained by ordering the
k unordered objects of a combination in one of k! ways, so the number of permutations
is the product of k! and the number of combinations. This gives

Ty ff.ﬂ B n!
(k}) k! ki — &

Notice that (;) = 1 and ({) = 1 since there is only one way to choose a set of (all)
n elements or of no elements, and (7)) = » since there are n subsets of size 1.

A bridge hand conslsls ol any 13 cards selected from a 52-card deck without regard to os-
der. There are (] ) = 521/13139! different bridge hands, which works out to approximately
633 billion. Since there are 13 cards in each suit, the number of hands consisting entirely

clubs and/or spades (no red cards) is (:E’) = 26413131 = 10,400,600, One of these (_};)
hzmds consists entirely of spades, and one consists entirely of clubs, so there are [{fi) — 2]
hands that consist entirely of clubs and spades with both suits represented in the hand. Sap-
pose a bridge hand is dealt from a well-shuffled deck {i.e.. 13 cards are randomly sclected
from among the 52 possibilities) and let

A = {the hand consists entirely of spades and clubs with both suits represented

B = {the hand consists of exactly two suits]

The N = {?i) possible outcomes are equally likely, so

. 26) B
NAY (1 3

= 0000164

PiA) = = -
N (32

13
Since there are () = 6 combinations consisting of two suits, of which spades and clubs
is one such combination,

P(B) = ————m—= = 0000983

3,

That is, a hand consisting entirely of cards from exactly two of the four suits will oceur
roughly once in every 10,000 hands. If vou play bridge only once & month, it is likely
that you will never be dealt such 2 hand. B

A university warehouse has received a shipment of 25 printers, of which 10 are laser
printers and 15 are inkjet models. If 6 of these 23 are selected at random to be checked
by a particular technician, what is the probability that exactly 3 of those selected are
laser printers (so that the other 3 are inkjets)? Lo
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Let Dy = {exactly 3 of the 6 selected are inkjet printers}. Assuming that any par-
ticuiar set of 6 printers is as likely to be chosen as is any other set of 6, we have equally
likely outcomes, so P(D,) = N(D)YN, where N is the number of ways of choosing 6
priaters from the 25 and N(D ) is the number of ways of choosing 3 Taser printers and 3
inkjet modets. Thus N = ( } To obtain N(D.), nmk of first choosing 3 of the 15 5 inkjet
maodels and then 3 o “the 1&‘»61 printers. There are (- ) ways of LhOO‘%mf‘ the 3 inkjet mod-
els, and there are ( ) ways of choosing the 3 laser printers; N(D.) is now the product of
these two numbers (visualize a tree diagram—we are really using a product rule argu-
ment here), so

C, D}

by ordering the
of permutations

. ,
‘ 15%/10 ﬁg.lgﬂ_
ose a set of (all) N 3}(%) 32 317 -
ize 1. PIDy = =25 = =l = T s T <3083
( ) 51101
6

out regard to or-
O approximately
msisting entirely
One of these (1)
2re are [(,() - 2]
1t the hand. Sup- )
ndomly selected

Let Dy = {exactly 4 of the 6 printers selected are inkjet models} and define Ds and D,
in an analogous manner. Then the probability that at least 3 inkjet printers are selected is

U

GG e
I

P, U D, U DU DY

i

'\Jl/‘"\-.

Ul

its represented} - ( 6 )

cxerises 4 Section 2.3 (29-44)
29. The Student Engineers Council al a certain colle ege
has one stadent representative from esch of the

five engincering majors (civil, clectrical, industrial,

materials, and mechanical}, In how many ways can

a. Both g council president and a vice president be
selected?

b, A president, o
sefected?

¢. Two members be selected [or the Dean’s Coun-
cif?

pades and clubs

vice president, and a secrelary be

30. A friend of ming is giving 4 dinner party. His cur-

suits will occur rent wine supply includes 8 bottles of zinfandel, 10

onth. it is likely of merlot, and 12 of cabernet the only drinks red
353 winc) ail fram different wincrics

- If he wanis 1o serve 3 botdes of zinfandel and

serving order is important, bow many ways are

ich 10 are laser there to do this?

7 1o be checked b. If 6 boutles of wine are to be randomly selected
from the 30 for serving, how many wavs are
there to do this?

as¢ selected are

If 6 bottles are randomly selected, how many
ways are there 10 obtain two bhottles of each
vatiety?

I 6 botiles are randomly sclected, what 15 the
probubility that this resclts in two boitles of
each variety being chosen?

IT 6 bottles are randomly selected, what is the
probability that alf of them are the same variety.

Beethoven wrote 9 symphonies and Mozart
wrote 27 piano concertos. 1 a university radio
station  annoumcer wishes to play first @
Beethoven symphony and then a Mozarr con-
certe, in how mauny ways can this be done?

The station manager decides that on each suc-
cessive night (7 days per week), a Beethoven
symphony will be played, followed by a Mozan
piano concerto, followed by a Schubert siring
quartet {of which there are 13). For roughly how
many years could this policy be continued
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helo

aility

re exactly the same program would bave 1o he re-

peated?

32,

A chain ol stereo stores s offering u special price on
acomplere set of components {receiver, compact dise
plaver. speakers. cussette deck). A purchaser is of-
fered & choice of muanufacturer Tor cuch component:

Receiver: Kenwood. Onkyo. Pioneer, Sony,
Sherwood

Corapact dise player: Onkyo, Ploncer. Sony,
Technics

Speukers:  Boston, Infinity, Polk

Cussetie deck: Onkyo, Sony, Teue. Technics

A switchboard display in the store allows a cus-

lomer W hook together any selection of components

feonsisting of one of each fyped Use the prodoc
rules w answer the following questions:

a. In how muny ways can one component of cach
type he selected?

b In how many ways can components be sehected
i both the receiver und the compact dise plaver
are to be Sony?

¢ Inhow many ways can components be selected
H none 15 to be Sony?

d. In how many wayy can o selection be made ot

feast one Sony component is w be included?

e. i someone fips switches on the selection in a
completely random fashion. what is the proba-
bility that the system selected contains at least
one Seny component? Exactly one Sony com-
ponent?

Shortly wlter being put o service, some buses

manufactueed by u certain company have developed

cracks on the underside of the main frame, Suppuose

a particular ¢y has 23 of these buses, and cracky

have actually appeared in § of them.

a. How many ways are there 1o select o sample of
5 huses from the 25 for o thorough inspection?

b In how many ways can a sample of 3 buses con-
tain exactly 4 with visibic cracks?

¢ IMasample of 3 buses iy chosen at randem, what

s the probability that exactly 4 of the 5 will

have visible cracks?

I¥ buses are selected as in part re), what is the

probability that at feast 4 of those sefected will

d

have visthle cracks?
A production facility employs 20 workers on the
day shift. 15 workers on the swing shilt. and 10
workers on the graveyard shifi. A quality control

consultant is to select 6 of these workers for in-

Led
n

36,

depth interviews, Suppose the sclection is made in

such o way that any parlicuiar group of 6 workers

has the same chance of being sclected as does any
other group tdrawing 6 ships without replacement

from among 451

a. How many sclections result in all 6 workers
coming from the day shilt? What is the proba-
bility that alt 6 selected workers will be from the
duy shift?

B What is the probability that all 6 selected work-
ers will be from the same shift?

e, What is the probability that at least two different
shifty will be represented among the selecied
workers?

d. What is the probability that ar teast one of the

shilts will be unrepresented in the sample of

workers?

Anacademic department with five faculty members
narrowed ity chotee for depuriment head to cither
candidale A or candidate 8. Each moember then
voted on a slip of paper Tor one of the candidates.
Suppose there are actudahly three votes for A and two
for B, I the slips are sclected for llying in random
order, what is the probability that A remains shead
of B throughout the vote count (e this event oc-
curs if the seleeted ordering is AABRAR, but not for
ABBAAY?

An experimenter is studying the effects of tempera-

ture. pressure, and tvpe of catalyst on yield from g

certain chemical reaction. Three different rempera-

tures. four different pressures, and five different
catalysts are under consideration,

a. I any particular experimental run involves the
use of a single temperature, pressure. and cata-
yst, how many experimental runs are possible?

b, How many experimentat runs are there that in-
volve use of the lowest temperature and two
lowest pressures?

Refer to Exercise 36 and suppose that five different
experimental runs are o be made on the Arst day of
cxpertmentation. {f the five are randomiy selected
from among all the possibifities. so that any group
of five has the same probabifity of selectina, what is
the probabifity that a ditferent caralyst is ased on
cach run?

A box i a cerain supply room comtains four
40-W Hightbulbs. Fve 60-W bulbs, and six 735-W
bulbs. Suppose that three bulbs are randemly
selectad.

. What is the probability that exacdy two of the

sefected bulbs are rated 73 W7
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b, What is the probability that all three of the se-

lected bulbs bave the same rating?

What is the probability that one bulb of each

type is selected?

d. Suppose now that bulbs are 0 be selected one
by one until a 75-W bulb is found. What is the
prohability that it is necessary o examine al
least six bulbs?

Fifieen telephones have just been received at an au-
thorized service center, Five of these telephones are
celhrlar, five are cordless, and the other five are
corded phones. Suppose that these components are
randomly allocated the numbers 1,2, ..., 15 0 es-
tablish the order in which they will be serviced.

a. What is the probability that all the cordiess
phones are among the first ten o be serviced?

h. What is the probability that after servicing ten of
these phones, phones of only two of the three
types remain to be serviced?

¢. What is the probability that two phones of each
type are among the first six serviced?

Three molecules of type A, three of type B, three

of tvpe €, and three of type D are to be linked to-

gether to form a chain molecule. One such chain
molecule is ABCDABCDABCD, and another is

BCDDAAABDBCC.

a. How many such chain molecules are there?
{(Hini: If the three A's were distinguishable from
one another—A |, A., A;—and the B's, Cs, and
s were also, how many molecules would there
be? How is this number reduced when the sub-
seripts are removed from the A's?)

b. Suppose a chain molecule of the type described
is randomly selected. What is the probability
that all three molecules of each type end up next
to one another (such as in BEBAAADDDCCCY?
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41. A mathematics professer wishes o sehedule an ap-

44

pointment with each of her eight teaching assis-
tants, four men and four women, tw discuss her cal-
culus course. Supposc alf possible orderings of
appointments are equally Hikely 1o be selected.

a. What is the probability that at least one female
assistant s among the first three with whom the
professor meets?

What is the probability that after the first five ap-
pointments she has met with all fernale assistants?
Suppose the professor has the same cight assis-
tants the following semester and again sched-
ules appointments withowt regard o the order-
ing during the first semester. What is the
probability that the orderings of appoiniments
are different?

&

g

Three married couples have purchased theater tick-
ets and are seated in a row consisting of Just six
seats. I they take their seats in a completely ran-
dom fashion {random order), what is the probabil-
ity that Jim and Paula (husband and wife) sitin the
two seats on the far 1eft? What is the probability
that Iim and Paula end up sitting next o one an-
other? What is the probability that at least one of
the wives ends up sitting next (o her hushand?

In five-card poker, a straight consisis of five cards
with adjacent denominations (e.g.. 9 of clubs, 10 of
hearts, jack of hearts, queen of spades. and king of
clubs). Assuming that aces can be high or low, if
you are dealt a five-card hand, what is the probabil-
iy that it will be a stratght with high card 107 What
i5 the probability that it will be a swaight? What is
the probability that it will be a straight Hush (al!
cards in the same suit)?

Show that () = ("), Give an interpretation involy-
k RS
ing subsets.

2.4 | Conditional Probabil

ity

The probabilities assigned to varicus events depend on what is known about the exper-
imenial situation when the assignment is made. Subsequent o the initial assignment,
partial information about or relevant to the outcome of the experiment may become
available. Such information may cause us Lo revise-some of our probability assign-
menis. For a particuiar event 4, we have used P(A) to represent the probability assigned
to A; we now think of P(A) as the original or unconditional probability of the event A.

Iz this section, we examine how the information “an event B has cccurred” affects
the probability assigned to A. For example, A might refer to an individual having a par-

ticular disease in the presence of certain symptoms. If a biood test is performed on the
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mdividual and the result is regative (B = negative blood test). then the probability of
having the disease will change (1t should decrease, but not usually to zero, since blooad
tests are not infallible). We will use the notation P(A |B} Lo represent the conditional
probability of A given that the event B has cccurred.

Example 2.24 Complex components are assembled in a plant that uses two different assembly lines,
Aand A" Line A uses older equipment than A', so it is somewhat slower and less
reliable. Suppose on a given day line A has assembled 8 componenis. of which 2 have
been identilied as defective (B} and 6 as nondefective (8'), whereas A’ has produced
1 delective and 9 nondefective components. This information is summarized in the ac-
companying table,

Condition

B B’

2 &

Line A’ : 9

Unaware of this information, the sales manager randomly selects 1 of these 18 compo-
nents for a demonstration. Prior 1o the demonstration
N(A) 8

— =44

P(line A component selected) = PiA) = =
(line A component selected) ) N 18

However, if the chosen component wums out to be defective, then the event B has oc-
curred, so the component must have been | of the 3 in the B column of the table. Since
these 3 compeonents are equally likely among themselves after B has occurred.

2

218 A
PAlm ===t = PANH) (2.2)
33 P(B)
18 =l

In Equation {2.2}, the conditional probability is expressed as a ratio of uncondi-
tional probabilities: The numerator is the probability of the intersection of the two
events, whereas the denominator is the probabiiity of the conditioning event 5. A Venn
diagram tlluminates this relationship (Figure 2.83,

Figure 2.8 Motivating the defintion

Given that B has occurred, the relevant sample space is no longer £ but consists
of outcomes in B; A has occurred if and only if one of the outcomes in the intersection
occuwrred, so the conditional probability of A given B is proportional to P(4 N A} 'The
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proportionality constart 1/P(B) is used to ensure that the probability P(B ] B} of the new
sample space B equals 1.

Exampie 2.24 demonstrates that when outcomes are equally likely, computation of con-
ditionai probabilities can be based on isteition. When experimenis are more compli-
cated, though, intuition may fail us, s we want to have a general definition of condi-
tional probability that will yield intuitive answers in simple problems. The Venn
diagram and Equation (2.2) suggest the appropriate definition.

| For any two events A and B with P(B) > 0, the conditjonal probability of 4
given that B has occurred is defined by
PAN B

! P(AJB)E““—};@)—

Suppose that of al! individuals buying a certain di gital camera, 60% include an optional
memory card in their purchase, 40% include an extra battery, and 30% include both &
card and battery. Consider randomly selecting a buyer and let A = {memory card pur-
chased} and B = {batlery purchased}. Then P(A) = .60, P(B) = 40, and Piboth pur-
chased) = P(4 M B) = .30, Given that the selected individual purchased an extra bat-
tery, the probability that an optional card was also purchased is

PIANBE) _ 230
P(B) AG

That is, of all those purchasing an extra battery, 75% purchased an optional memory
card. Similarly,

P(A|B) = = 75

PAMB 30
P(battery Jmemory card = P(B|A) = M%J?A;—)—) = = = 5

Notice that P(4 | B) # P(A) and P(B|A) # P(B).
A news magazine publishes three columns entitled “Art” (A), “Books” (B), and “Cinema”
(C). Reading habits of a randomly selected reader with respect to these columns are

Read regularly A B c AMB ANC BOC ANABNC
Probability 4 23 37 .08 .09 g3 .05

(See Figure 2.9

r & but consists
the Intersection
PA M By The Figure 2.9
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We thus have

PANE) _ 08
P(B) 23

PIAN((BUCO) _ 044+ .05+ 03 _ 2 55

P(BU ) 47 A7

PANAUBUCY
PAUBUO

_ PA) -t
PAUBUO 49

PlA|B) = = 348

PAIBUC =

PIA | reads at least one) = P(A[A U BU C) =

286

PAUBOC) _ 04+.05+.08
PIC) '

PAUBIC) =

The definition of conditional probability yields the following result, obtained by multi-
plying both sides of Equation (2.3) by P(B).

The Multiplication Rule
PA OB = PALIB - P(B)

This rule is important because it is often the case that P(4 N1 B) is desired,
whereas both P(B) and P(A IB) can be specified from the problem description. Consid-
eration of P(B|A) gives P(A N B) = P(B|A) - P(A).

Four individuals have responded to a reguest by a blood bank for blood donations. None
of them has donated before, so their blooed types are unknown. Suppose oniy type O+
is desired and only one of the four actually has this type. If the potential donors are se-
lected in random order for typing, what is the probability that at least three individuals
must be typed to obtain the desired type?

Making the identification B = {first type not O+} and A = {second type not
O+, P(B) = } Given that the first type is not O+, two of the three individuals left are
not O+, so P(A | B) = 3. The multiplication rule now gives

P{at least three individuals are typed) = P(A M 5)
= PALB) - PUB)
36

4 12
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The multiplication rule is most useful when the experiment consists of several
stages in succession. The conditioning event B then describes the outcome of the first
stage and A the outcome of the second, so that P(A fB)—condirioning on what occurs
first—will often be known. The rule is easily extended o experiments involving more
than two stages. For example,

P(A, NA DA = P(A, A, M Ay) - P(A, 1 Ay
= P(A4; A, N AL+ PA, | A) - P(A,) (2.4

where A, occurs first, followed by A, and finally A,

For the blood typing experiment of Example 2.27,

Pthird type 1s O+) = P(third is f first isn’t 1 second isn’n
+ P{second isp’t { first isn’t) - P(first isn’t)

B oL T = = 0% e

When the experiment of interest consists of a sequence of several slages, it is con-
venient o represent these with a tree diagram. Once we have an appropriate tree dia-
gram, probabilities and conditional probabilities can be entered on the various
branches; this will make repeated use of the multiplication rule quite straightforward,

A chain of video stores sells three different brands of VCRs. Of its VCR sales, 50% are
brand 1 {the least expensive), 30% are brand 2, and 20% are brand 3. Each manufac-
turer offers a 1-year warranty on parts and labor. It is known that 25% of brand 1's
VCRs require warranty repair work, whereas the corresponding percentages for brands
2 and 3 are 20% and 10%, respectively.

1

+

What is the probability that a randomly selected purchaser has bought a brand 1
VCR that will need repair while under warranty?

[

. What is the probability that a randomly selected purchaser has a VCR that will need
repair while under warranty?

3. H a customer retumns to the store with a VOR that needs warranty repair work, what
1$ the probability that it is a brand 1 VCR? A brand 2 VCR? A brand 3 VCR?

The first stage of the problem involves & customer selecting one of the three
brands of VCR. Let A; = {brand { is purchased), for / = 1, 2, and 3. Then PlA) = 30,
P(A,} = 30, and P{A;) = 20. Once a brand of VCR is selected, the second stage in-
volves observing whether the selected VCR needs warranty repair. With B = {needs re-
pair} and B" = {doesn’t need repair}, the given information trmplies that P(BJA,') =25,
P(B|Ay) = 20, and P(B| Ay = 10.

The tree diagram representing this experimental situation is shown in Figure 2.10.
The initial branches correspond to different brands of VCRs: there are two second-
generation branches emanating from the tip of each initial branch, one for “needs re-
pair” and the other for “doesn’t need repair”” The probability P(A;} appears on the fth
initial branch. whereas the conditional probabilities P(B [A,) and P(B’ JA,} appear on
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the second-generation branches. To the right of each second-generation branch corre-
sponding to the occurrence of B, we display the product of prebabilities on the branches
leading out to that point. This is simply the multiplication rule in action. The answer to
the guestion posed in 1 is thus P(A, M B) = P(B |AJ « P(Ay = 125, The answer to
guestion 2 is
P(B) = Pl(brand 1 and repair) or (brand 2 and repair) or (brand 3 and repair)]
PAANBY+PA,NB)+ PA,NB)
A25 + .060 +.020 = 205

5 o PUBAPA T PBNA,) = 128
P8BS \}’i T

/*<'/ Repet

o P(BiAL) PlAy) = P(B N As) = 060

PIAL) = 30

\ Brand 2

o

7
2N
&, /.

3
PN
.

PIB A7) P(AL) = PBMAY) = 020

S

Prpe

%.90

—
No TCpaip

P(BY = 205

Figure 2,10  Tree diagram for Example 2 29

Finally,

PANE
P{R)

PA, N By
F(B)

PA B =

P(A:|B) =

P{A,|B) =1 = P(A,|B) — PLAL1B) = 10

Notice that the iritial or prior probabifity of brand 1 is .50, whereas once it is
known that the selected VCR needed repair, the posterior probability of brand 1 in-
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creases to .61, This is because brand 1 VCRs are more likely to need warranty repair
than are the other brands. The posterior probability of brand 3 js P(AL| By = .10, which
is much less than the prior probabitity P(A;) = 20.

The computation of a posterior probability P(A, | B) from given prior probabilities P{A,)
and conditional probabilities P(B l A,) occupies a central position in elementary proba-
bility. The general rule for such computations, which is really just a simple application
of the multiplication rule, goes back to Reverend Thomas Bayes, who lived in the eigh-

teenth century. To state it we first need another result. Recall that cvents Ay, ..., A are
mutually exclusive if no two have any common outcomes. The events are exhausiie if
one A; must cecur, sothar 4, U - - U A, = &

The Law of Total Probability

Letd,. ... A be mutually exclusive and exhaustive events, Then for any other

PRy = P(BlAYPAY + - + PBlA)PAL

A_ |
= D PBIAIPA)

=t i

Proof

Because the A’s are mutually exclusive and exhaustive, if B occurs it must be in con-
Jjunction with exactly one of the A’s. Thatis, B= (A, and B} or. . . or (A, and By =
(A OB U - - U (A N B), where the events (A, M B are mutually exclusive, This
“partitioning of B is illustrated in Figure 2.11. Thus

i k
PB)= 3 PN BY =3 PBlAPA)
i=1 i

as desired.

[

An example of the use of Equation (2.5) appeared in answering question 2 of Ex-
ample 2.29, where A, = {brand 1}, A, = {brand 2}, A, = {brand 3}, and B = {repair}.
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Bayes’ Theorem

LetA,, A, ... A, be a collection of £ mutually exclusive and exhaustlive events
with P(AY = Ofor i = 1., .., k Then for any other event B for which P(8) > (,

pang  PBlAPA)

k
P& > PBlA) - P(A)

i=1

PIA,| B) =

The transition from the second to the third expression in (2.6) rests on using the multi-
plication rule in the numerator and the law of total probability in the denominator,

The proliferation of events and subscripts in {2.6) can be a bit intimidating to
probability newcomers. As long as there are relatively few events in the partition, a tree
diagram (as in Example 2.29) can be used as a basis for calculating posterior probabil-
ities without ever referring explicitly 1o Bayes’ theorem.

Incidence of a rave disease. Only | in 1000 aduhs is afflicted with a rare disease Tor
which a diagnostic fest has been developed. The test is such that when an individual ac-
Luaily has the disease, a positive result will occur 99% of the time, whereas an individ-
vat without the disease will show a positive test result enly 2% of the time. If a ran-
domly selected individual is tested and the result is positive, what is the probability that
the individual has the disease?

To use Bayes’ theorem. let A, = {individual has the disease}, A, = [individual
does not have the disease}, and B = {positive test result}, Then P{4)) = 001,
P(A) = 999, P(B IA‘) = 99 and P(B EA;) = .02. The tree diagram for this problem
is in Figure 2.12.

e PUAL T BY = 00099

- P(4, (1 B = 01998

Next to each branch corresponding to a positive test result, the muitiplication rule
vields the recorded probabilities. Therefore, P/B) = 00099 + 01998 = 02097, from
which we have
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PA,TVEY 00099

— =.0
P(B) 02097

This result seems counterintuitive; the diagnostic test appears so accurate we expect
someone with a positive test result to be highly likely to have the diseuse, whereas the
computed conditional probability is only .047, However, because the disease is rare and
the test only moderately reliable, most positive test resuits arise from errors rather than
from discased individuals. The probability of having the disease has increased by amul-
tiphcative factor of 47 {from prior .001 to posterior .047): but to get a further increase
in the posterior probability, a diagnostic test with much smaller error rates is needed, [f

the disease were not so rare (e.g_, 25% incidence in the popuiation), then the errar rates
for the present test would provide good diagnoses.

45, The populalion of a particular country consists of

three cthaic groups, Each individual belongs to one
of the four major blood groups, The accompanying

Joint probabiliry 1able gives the proportions of indi-

viduals in the varions ethnic group-blood group
combinations.
Blood Group

0] A B AB

032 100 008 004
350 141 018 006
21502000 063 020

Ethnic Group

L

Suppose that an individual is randomiy selected

from the population, and define events by A=

[type A selected |, B = {type B selected], and C =

{ethnic group 3 selected ).

a. Caleulate PAY. P(C), and PIA YOO

h. Calculate both PrA f Cyand PIC | A}, and cxplain
in context what each of these prohabilities rep-
resents.

¢ If the selected individual does not have type B
blood, what is the probability that he or she is
from ethnic group 17?

- Suppose an individual is randomly selected from

the population of all adult males living in the
United States. Let A be the cvent that the selected
mdividual Is ever 6 fU in height, and let B be the
event that the selected individual is a professional
basketball player. Which do you think is farger,
PA| By or P(B|AY? Why?

47,

48.

49,

Return 10 the credit card scenario of Exercise 12
{Section 2.2}, where A = {Visa}, B = {Master-
Card}. Ay = 5, P(B) = 4. and P(A M By = .25
Caleulate and imerpret each of the following prob-
abilities (a Venn dingram might help).

a. P(BlAy b PB4

e PATEY  d. AT B

e. Given that the selected individual has at least
one card, what is the probability that he or she
hus a Visa card?

Reconsider the system delect siation described in

Exercise 26 (Section 2.2).

a. Given that the system has a rype | defecl
what is the probability that it has a type 2 de-
foct?

b. Given that the system has a type | defect, wha
is the probability that it has ail tree types ol
defects?

€. Given that the system has at least one type of de-
fect, what is the probubility that it has exactly
one type of defect?

d. Given that the system has both of the first two
types of defects, what is the prebability that it
does not have the third tvpe of defect?

If two bulbs are randomly selected from the box of

lightbulbs described in Exercise 3% (Section 2.3)

and at least one of them is found to be rated 75 W,

what is the probability that both of them are 73-W

bulbs? Given that at least one of the two selected is

not rated 73 W, what is the probability that both se-
lected bulbs have the same rating?
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50. A department store sells sport shirts in three sizes

{small, medium, and large), three paiterns (plaid,
prin, and stripe), and two sleeve lengths (long
and short). The accompanying tables give the pro-
portions of shirts sold in the varicus category
combinations.

Short-sleeved

Pattern
Size P Pr St
L) 04 02 05
M 08 07 A2
L .03 H7 08
Long-sleeved
Pattern
Size Pl Pr St
S .03 .0z 03
M 0 03 .07
L .04 .02 08

a. What is the probability that the next shirt sold iz
a medium, long-sleeved, print shirt?

b. What is the probabilily that the next shirt sold is
a medium print shirt?

c. What is the probability that the next shirt sold is
a short-sleeved shirt? A Tong-sleeved shirt?

d. What is the probability that the size of the next
shirt sold is medium? That the pattern of the
next shirt sold is a print?

e. Given that the shirt just sold was a short-sieeved
plaid, what is the probability that its size was
medium?

f. Given that the shirt just sold was a medium
plaid, what is the probability that it was short-
sleeved? Long-sleeved?

. One box contains six red balls and Tour green balls,

and a second box contains seven red balls and three

green balls. A ball is randomly chosen from the first

box and placed in the second box. Then a ball is

randomly selected [rom the second box and placed

in the first box.

a. What is the probability that a red ball is selected
from the first box and a red ball is selected from
the second box?

(4]
[

n
n

56.

. In Exercise 13, A, = {awarded project i}, fori = 1

b. At the conclusion of the selection process, what
1s the probability that the numbers of red and
greea balls in the first box are identical o the
numbers at the beginning?

. A system consists of two identical pumps, #1 and

#2.1F one pump fails, the system will still operate.
However, because of the added strain, the extra re-
maining pump is now more Hkely to fail than was
originally the ease. Thal is, r = PG#2 fails | #|
fails) > P(#2 {ails) = ¢. If al least one pump fails
by the end of the pump design life in 7% of all sys-
tems and both pumps fail during that period in only
1%, what is the probability that pump #1 will fail
during the pump design life?

. A certain shop repairs both audio and video com-

ponents. Let A denote the event that the next
component brought in for repair is an audio com-
ponent, and let B be the event that the next compo-
nent is a compact disc player (so the event B is
contained in A} Suppose that P{4) = .6 and
P(B) = .05. What is P(B|A)?

2, 3. Use the probabilities given there to compuie

the following probabilities:

a. P(d.|A)

b, P4, MAL A

¢ PlA, U AA)

do PIA, TLA, DAL A U A U A
Express in words the probability you have cal-
culated,

. In Exercise 42, six people (three married couples)

chose seats at random in a yow consisting of six

seats.

a. Use the muliiplication rule w compule the
probability that Jim and Paula sit together on the
far left (event A} and that Yohn and Mary Lou
thusband and wife) sit together in the middle
{event B).

b. Given that John and Mary Lou sit together in the
middle, what is the probability that the two other
husbands sit next to their wives?

¢. Given that John and Mary Lou sit together, what
15 the probability that all husbands sit next to
their wives?

If P(B]A) > P(B), show that P(B'|A) < P(B).

(Hin: Add P(B' !A) to both sides of the given

inequality and then use the result of Exercise 57.)

. For any cvents 4 and B with P(B) > 0, show that

PABY + P(A"|B) = 1.
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60.

61.

62,

. Show that for any three events 4, B and C with

PO 0, PAUBIO = PALC) + P8Oy -

PIA T B[O

At a certain gas station, 40% of the customers use

regular unleaded gas (4,), 35% usc extra unleaded

gas (4,), and 25% use premium unleaded gas {4,).

Of those customers using regular gas, only 30% {1

their tanks (eveni 8). Of those customers using ex-

tra gas, 60% (il their tanks, whereas of those using
premiwm, 309% fill their ranks.

a. What is the probability that the next customer
will request extra unleaded gas and fill the tank
(A, N By?

b, What is the probability that the next customer
fills the tank?

¢. I the next customer ills the wank, what is the
probability that regular gas is requested? Exlra
gas? Premium gas?

Sevenly pereent of the light aircrafl that disappear

while In flight in & certain country are subseguently

discovered. OF the aireraft that are discovered, 60%

have an emergency Jocator, whereas 999 of the air-

craft not discovered do not have such a locator.

Suppose a light aircraft has disappeared.

a. IFithas an emergency locator, what is the prob-
ability that it will not be discovered?

b, If it does nol bave an emergency locator, what is
the probability that it will be discovered?

Components of a certain type are shipped 1o a sup-
plier in hatches of ten. Suppose that 50% of all such
batches contain no defective components, 30% con-
tain one defective component, and 20% contain two

defective components. Two components from a

batch are randomiy sclected and tested, What are

the probabilities assoctated with 0, 1, and 2 defec-
tive componenis being in the batch under each of
the following conditions?

a. Neither tested component is defective,

b. One of the two tested components is delective.
(Hini: Draw a tree diagram with three frse-
generation branches for the three different types
of batches.)

A company that manulactures video cameras pro-
duces a basic model and a deluse model. Over the
past year, 40% of the cameras sold have been of the
basic model. Of those buying the basic model,
30% purchase an extended warranty, whereas 509
of all deluxe purchasers do so. If you learn that a
randomly selected purchaser has an extended war-

63.

6d,
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ranty, how likely is it that he or she has a basic

model?

For custorners purchasing a full set of tires at a par-

ticular tire store, consider the events

A = {tres purchased were made in the United
States}

B = {purchaser has tires balanced irmmediatety }

C = {purchasier requests front-end alignment}

along with A', B', and . Assume the toltowing

unconditional and conditional probabilities:

Play =15 PBlAY=29 PRIAY=3
PClANB =8 PCIANEY =6
PICIA M By =7 PCIA NB) =3

a. Construct a tree diagram consisting of frst-,
second-, and  third-generation branches and
place an event label and appropriate probability
next to each branch,

. Comipute P(A M B N O

Compute P(B M C).

. Compute P(C},

Compute P(A \B M C), the probabitity of a pur-

chase of U.S. tires given that both balancing and

an zlignmenl were reguested.

=M

In Example 2.30, suppose that the incidence rate for
the disease is 1 in 25 rather than 1 in 1000. What
then is the probability of a positive test result?
Given that the test result is positive, what is the
probability that the individual has the disease?
Given a negative test result, what is the probability
that the individual does not have the discase?

At a lerge university, in the never-ending quest for a
satisfactory textbook, the Statistics Department has
tried a different text during each of the last three
quarters. During the fall guarter, 300 students used
the text by Professor Mean; during the winter quar-
ter, 300 students used the text hy Professor Median:
and during the spring quarter, 200 studenis used the
text by Prolessor Mode. A survey at the end of each
quarter showed that 200 students were satisfied with
Meuan's book, 150 were satisflied with Median's
book, and 160 were satisfied with Mode’s book. [f a
student who took statistics during one of these quar-
ters is selected at random and admits to having been
satisfied with the text, is the student most likely to
have used the book by Mean, Median, or Mode?
Who is the least likely author? (Minr: Draw a tree di-
agram or use Bayes” theorem.)
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66. A friend who lives in Los Angeles makes freguent
consulling trips to Washington, D.C.; 530% of the
time she travels on airline #1, 30% of the time on
airline #2, and the remuaining 20% of the time on
airtine #3. For airline #1, flights are late into D.C.
305 of the time and late into LA, 10% of the time.
For airline #2, these percentages are 25% and 20%,
whereas for airline #3 the percentages arc 40% and
25%. 1[ we learn that on a particular tip she arrived
lale &t exactly one of the two destinations, what are
the posterior probabilities of having flown on air-
lines #1, #2, and #37 (Hin: From the tp of each
first-generation branch on a tree diagram, draw
three second-generation branches lubeled, respec-
tvely, 0 late, ! late, and 2 laie)

67. In Exercise 59, consider the following additional
information on credit card usage:

70% of all regular fill-up customers use a credit
card.

50% of all regular non-fll-up customers use a
credit card.

60% of all cxtra fill-up customers usc a credit
card.

56% ol all extra non-fill-up customers use a credit
card,

50% of all premivm fill-up customers use & credit
card.

40% of all premium non-fill-up customers use a
credit card.

Compule the probability of each of the following
evenis for the next customer o arrive (a tree dia-
gram might help).

a. {extra and fill-up and credit card}

b, [premiom and nen-Gl-up and credit card}
{premium and credit card}

{ill-up and credit card)

{eredit card)

If the next customer uscs a credit card, what is
the probability that premium was requested?

™ omp

2.5 | independence

‘The definition of conditional probability enables us to revise the probability P(A) orig-
inally assigned to A when we are subsequently informed that another event B has oc-
curred: the new probability of A is P(4 | B}. In our examples, it was frequently the case
that P(A IB) was unequal to the unconditional probability P(4), indicating that the in-
formation “B has occurred” resulted in a change in the chance of A occurring. There are
other situations, though, in which the chance that A will occur or has occurred is not af-
fected by knowledge that B has occurred, so that P(A |B) = P(A). It is then natural to
think of A and B as independent events, meaning thal the occurrence or nonoceurrence
of one event has no bearing on the chance that the other will oceur.

DEFINITION |
; otherwise.

Two events A and B are independent if P(A JB) = P{A} and are dependent

The defirition of independence might seem “unsymmetric” because we do not
demand that P(B EA) = P(B) alsc. However, using the definition of conditional proba-

bility and the multiplication rule,

P(B|A) =

PAANB) _ PA|BPB)

P(A)

[
~1

PiA)
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The right-hund side of Equation (2.7) is P(B) if and only i P(A | B) = P(A) (in-
dependence), so the equality in the definition implies the other equaiity {and vice versa),
Tt is also straightforward to show that if A and B are independent, then so are the fol-
lowing pairs of events: (1) A" and B, (2) A and 8', and (3) A’ and B,

3} and € = {1. 2,3, 4. We then have P(4) = 1, P(A|B) = }, and Pta | ) = |, That
is, events A and B are dependent. whereas events A and C are independent. Intuitively,
if such a die is tossed and we are informed that the outcome was 1,2, 3, or 4 (C has oc-
curred), then the probability that A occurred is l as it origipally was, since two of the
four relevant cutcomes are even and the outcomes are still equally likely.

Consider tossing a fair six-sided die once and define events A = {2.4,6},B=11.2

Let A and B be any two muteally exclusive events with P{A} = 0. For example, for a
randomly chosen automobile, let A = {the car has four cylinders} and B = {the car has
six cylinders}. Since the events are mutually exclusive, if B oceurs, then A cannot pos-
sibly have occurred, so P(A J B) = 0 # P(A). The message here is that i rwo events are
muilually exclusive, they cannof be independenr. When A and B are mutually exclusive,
the information that A cccurred says something about B {it cannot have cccurred), so
independence is precluded.

Frequendy the nature of an experiment suggests that two events A and B should be as-
surned independent. This is the case, for example, 1f a manufacturer receives a circuit
board from each of two different suppliers, each board is tested on arrival, and A = {firss
is defective} and B = {second is defective}. If PL4) = .1, it should also be the case that
P(A |B'} = .1 knowing the condition of the second board shouldn’t provide information
about the condition of the first. Our next result shows how o compule P(A M B) when
the events are independent. '

i Aand B are independent if and only if J
PA M B = PLAY - P(B) (2.8)

To paraphrase the proposition, A and B are independent events iff* the probabil-
ity that they both occur (A 1 B) is the product of the two individual probabilities, The
verification 1s as follows:

P(A N B) = P(A|B)+ P(B) = P(A) - P(B) (00

where the second equality in Equation (2.93 is valid i#¥ A and B are independent. Be-
cause of the equivalence of independence with Equation {2.8), the latter can be used as
a definition of independence.

#HT is an abbreviagion for “if and anly it
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Example 2.33 Tt is known that 30% of a cerlain company’s washing machines require service while
under warranty, whereas only 10% of its dryers need such service. If someone pur-
chases both a washer and a dryer made by this company, what is the probability that
both machines need warranty service?

Let A denote the event that the washer needs service while under warranty, and
let B be defined analogously for the dryer. Then P(A) = .30 and P(B) = .10. Assuming
that the two machines function independently of one another, the desired probability is

PA N B) = PA) - P(B) = (30)(.10) = .03

The probability that neither machine needs service is

PA' N By = P(A") - P(B') = (70)(.90) = .63 &

Example Z.34  Each day, Monday through Friday. a batch of components sent by a first supplier arrives
a¢ a certain inspection facility. Two days a week, a batch also arrives from a second sup-
plier. Eighty percent of all supplier 1°s batches pass inspection, and 90% of supplier 27s
do likewise. What is the probability that, on a randomly selected day, two batches pass
inspection? We will answer this assuming that on days when two batches are tested,
whether the first batch passes is independent of whether the second batch does so. Fig-
ure 2.13 displays the relevant informasion.

¥

" Tl
2[; \ o o) 2 LTl
e, \‘“‘w"‘//// st N <N fajy
< 7 9 -
— 2 o
; - e e &pa‘.‘-ﬁ"?’g
ST fagy, “*—a—;:’f\\ iy
T )
!
2 e,
i féli I -

Figure 2.13  Tree diagram for Bxample 2.34

P(two pass) = P(two received (1 both pass)
= P(both pass [ two received) « P(two received)
= [(.8}.D}(4) = 283

Independence of More Than Two Evenis

The notion of independernce of two events can be extended to collections of more than
two events. Although it is possible to extend the definition for two independent events
by working in terms of conditional and unconditional probabilities, it is more direct and
less cumbersome to proceed along the lines of the last proposition.
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DEFINITION Events A, ..., A, are mutuaily independent if for every b (k=23 .., mand
I every subset of indices 1, i, . . ., Iy :
PA DA N NA)= PAY-PAY - PA)

To paraphrase the definition, the events are mutually independent if the probabil-
ity of the intersection of any subset of the n events is equal to the product of the indi-
vidual probabilities. As was the case with two events, we frequently specify at the our-
set of a problem the independence of certain events. The definition can then be used to
calculate the probability of an intersection.

The article “Reliability Evaluation of Solar Photoveltaic Arrays” (Solar Energy, 20032;
129-141) presents various configurations of solar photovoltaic arrays consisting of
crystalline silicon solar cells. Consider first the system ilustrated in Figure 2.14(a).
There are two subsystems connected in parallel, cach one containing three cells. In or-
der for the system to Tunction, at least one of the two parallel subsystems must work.
Within cach subsystem, the three cells are connected in series, so a subsystem will work
only if all cells in the subsystem work. Consider a particular lifetime value 7,, and su-
pose we want to determine the probability that the system lifetime exceeds f. Let A, de-
nete the event that the lifetime of cell / exceeds b (F=1,2,...,6). Weassume that the
A/’s are independent events {whether any particular cell lasts more than 1, hours has no
bearing on whether or not any other cell does) and that PlA} = 9 for every i since the
cells are identical. Then '

Plsystem lifetime exceeds 1)) = PHA, M A, MAY U (A, M A, N A
= PA N A NAY + PA, M AN A
TP A DA MA) N (AN A N A
= LN + (DD — L9 DD = 027
Alzernatively,
P(system lifetime exceeds 1) = 1 ~ P(hoth subsystemn lives are = 1)

= 1 = [P{subsystem life is = 1)

Il

I — [l — P{subsystem iife is > 1,)]?
I =11 = (9P = 927

EH
Hi

Next consider the total-cross-tied system shown in Figure 2.14(b), obtained from the
series-parallel array by conmecting ties across each column of Junctions. Now the

(b}

SRS
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system fails as soon as an entire column fails, and system lifetime exceeds f, only if the
lite of every column does so. For this configuration,
Pisystem lifetime is at least 1) = [P(column lifatime exceeds 1,0}
= [1 — P{column lifetime is =< 1,}]°
= [1 — P(both celis in & column have lifetime = ¢,)}°
[1—1(1— 9¥P =970

Exercisas | Section 2.5 (68-87)

68. Reconsider the credit card scenario of Exercise 47 . One of the assumptions underlving the theory of

{Sectton 2.4), and show that A and B are dependent
first by using the definition of independence and
then by verifying that the multiplication property
does not hold.

- An oil exploration company currently has two ac-

tive projects, one in Asia und the other in Europe.

Let A be the cvent that the Asian project is success-

ful and B be the cvent that the European project is

successful. Suppose that A and B are independent

events with P(4) = 4 and P(B) = 7.

a. I the Asian project is not successtul, what is the
probability that the European project is also not
success[ul? Explain your reasoning.

. What is the probability that at least one of the
two projects will be successful?

. Given that at least one of the two projects is suc-
cessful, what is the probability that only the
Asian project is successful?

. In Exercise 13, is any A, independent of any other

A;? Answer using the multiplication property for in-

dependent events,

. I A and B are independent events, show that
A’ and B are also independent. [Hint: First estab-
lish a relationship between P(A' N B), P(B), and
PLA T B)]

. Suppose that the proportions of blood phenotypes
in a particular population are as follows:

A B AB O
42 10 04 44

Assuming (hat the phenotypes of two randomly se-
lected individuals are independent of one another,
‘what is the probability that both phenotypes are O?
What is the probability that the phenotypes of two
randomly selected individuals match?

C
T

control charting (see Chaprer 16) is that successive
plotted points are independent of one another. Each
plotted point can signal either that a manufacluring
process is operating correclly or that there is some
sort of malfunction. Even when a process is running
correcily, there is a small probability that a particu-
lar point will signal a problem with the process.
Suppose that this probability is .05, What is the
probability that at Jeast one of 10 successive points
indicates a problem when in fact the process is op-
erating correctly? Answer this question for 25 suc-
essive points.

he probability thal a grader wiil make a marking
etror on any particular question of a multiple-
choice exam is 1. If there are ten questions and
questions are marked independentdy, what is the
probability thal no errors are made? That at least
one error 15 made? If there are » questions and the
probability of a marking ervor is p rather than |1,
give expressions for these two probabilities.

. An aireraft seam requires 23 rivers. The seam will

have to be reworked if any of these rivets is defec-

tive. Suppose rivets are defective independently of

one another, each with the same probability.

a. 1F20% of all scams need reworking, what is the
probability that a rivet is defective?

b. How small should the probability of a defective
rivet be to ensure that only 10% of all scams
need reworking?

. A boiler has five identical relief valves. The proba-

bility that any particular valve will open on dentand
is 95, Assuming independent operation of the
valves. calculate Plat least one valve opens) and
Plat least one valve fails to open).

. Two pumps connected in parallel fail independently

of one another on any given day. The probability
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that only the older pump will fail is .10, and the
probability that only the newer pump will fail is .05,
What is the probability that the pumping system
will fail en any given day (which happens if both
pumps fail)?

Consider the systein of components connected as in
the accompanying picture. Components 1 and 2 are
conneeted in paraliel, so that subsystem works iff
either T or 2 works; since 3 and 4 are connected in
series, that subsystem works iff both 3 and 4 work,
If components work independently of one another

and Plcomponent worksy = 9. calculate Plsystem

works),

Kefer back to the series-paralle] system configura-
tioa introduced in Example 2.33, and suppose that
there are only two cells rather than three in each piir-
allel subsystem [in Figure 2.14(2), eliminaie cells
3 and 6, and renumber cells 4 and 5 as 3 and 41
Using P(A)) = .9, the probability that system life-
time exceeds 1, is casily seen to be 9639, To what
value would .9 have 0 be changed in order to in-
crease the system lifetime reliability from 9639 1o
997 (Hint: Let P4y = p2yexpress system refiability
in terms of p, and then letx = p7)

Consider independently rolling two fair dice. one
red and the other green. Let A be the event that the
red die shows 3 dots, B be the event that the green
die shows 4 dots, and C be the event that the toial
number of dots showing on the two dice is 7. Are
these events pairwise independent (ie.. are A and B
mdependent events, are A and ¢ independent, and
are Band C independent)? Are the three events mu-
teadly independent?

Components arriving at a distributor are checked
lor defects by wwo different inspectors {each com-
ponent is checked by both inspectors). The first in-
spector detects 90% of all defectives that are pre-
sent. and the second inspector doss likewise. Ar
feast one inspector does not detect a defect on 204
of all defective compenents. What is the probability
that the following cectr?

83

2.5 Independance 91

a. A defective component will be detected only by
the first inspector? By exactly one of the rwo
nspectors?

All three defective components in a batch es-
cape detection by both inspectors (assuming in-
spections of different components are indepen-
dent of one another)?

b.

Seventy percent of all vehicles examined at & cer-
tain emissions inspection starion pass the inspec-
tion. Assuming thal successive vehicles pass or fail
independently of one another, calcuiate the Follow-
ing probabilities:
a. Plall of the next three vehicles inspected pass)
b. Plat least one of the next three inspected fails)
¢ Plexsctly oae of the next three inspected passes)
d. Plat most one of the next three vehicles ip-
spected passes)
e. Given that at Jeast one of the next three vehicles
passes inspection, what is the probability that all
three pass (a conditional probabilityy?

A gquality comtrol nspector iy inspecting newly pro-

duced items for faults, The inspector searches an

item for fanits in u series of independent fixations,
each of a fixed duration. Given that o flaw is acty-
ally present, et p denotle the probability that the

Taw is detected daring any one fixation {this model

is discussed in “Human Performance in Sampling

Inspection.” Human Factors. 1979: 99-105).

a. Assuming that an item has a flaw, what is the
probability thet it is detected by the end of the
second fixalion (once a flaw has been detected,
the sequence of fixations terminates)?

b. Give an expression for the probability that a Raw
will be detected by the end of the nth fixation.

¢. I when & flaw has not been detected in three fix-

ations. the item is passed, what is the probabil-

ity that a flawed ftem will pass inspection?

Suppose 1% of all items contain a flaw {Plran-

domly chosen ftem is Rawed) = .1]. With the

assumption of part (¢}, what is the probability
that a randomly chosen item will pass inspection

(it will automatically pass if it is not flawed, hut

could also pass if it is Aawed)?

e. Given that an iem has passed inspection {no
flaws in three fixations), what is the probability
that it is actually flawed? Calculate for p= 5.

&

B4, a. A lumber company has just taken delivery on a

Toref 10,000 2 > 4 boards. Suppose that 20% of
these boards (2.000) are actually too green 1o be
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used in first-quality construction. Two bourds
are selected at random, one after the other. Let
A = {the first board is green} and B = {the sec-
ond board is green}. Compute P{A), PIR), and
PA N B) (a tree diagram might heip). Are A
and B independent?

With A and B independent and P(A) = P(B) ==
2, what is P(A M BY? How much difference is
there between this answer and P(A N B) in part
{a)? For purposes of calculating P(A M B), can
we assume that 4 and B of part (2) are indepen-
dent 1o eblain essentially the correct probability?
Suppose the ot consists of ten boards, of which
two are green. Does the assumption of indepen-
dence now yield approsimately the correct an-
swer for P(A 1 B)? What is the critical differ-
ence between the silwation here and that of part
()7 When do you think that an independence
assumption would be valid i obtaining an ap-
proximately correct answer to P(A 1 B)?

85. Refer o the assumptions stated in Excrcise 78 and

answer the question posed there for the sysleny in
the accompanying picture. How would the probabil-
ity change if this were a subsystem connected in
paraliel o the subsystem pictured in Figure 2.14(ay?

86. Professor Stan der Deviation can teke one of two

rouies on his way home from work., On the fre
route. there are four railroad crossings. The probu-
bility that he will be stopped by a train at any par-
ticular one of the crossings is .1, and Lrains operate
independently at the four crossings. The other route
is longer but there are only two crossings, indepen-
dent of one another, with the same stoppage proba-
bility for each as on the firsl route. On » particular
day. Prolesscr Deviation has a meeting scheduled at
home for a certain time. Whichever route he takes,
he calculates that he will be Jate if he is stopped by
rains at at Jeast half the crossings encounterad,
a. Which rowte should he take to minimize the
probability of being late 1o the meeting?
b, If he tosses a fair coin 1o decide on 2 route and
he is late, what is the probabiliry that he ook the
four-crossing route?

Supposc identical tags are placed on hoth the left ear
and the right ear of a fox. The fox is then let loose for
a period of time. Consider the two events C, = {left
ear tag is lost} and C, = {right ear tag s lost]. Let
= P(C) = P(C), and assume €, and C, are inde-
pendent events. Derive an expression ( involving )
for the probability that exacty one tag is lost given
that at most one is Jost (‘Ear Tag Loss in Red Foxes,”
SOildlife Mgmr, 1976: 164—167). (Hinr: Draw a tree
diagram in which the wo initial branches refer to
whether the left ear tag was lost)

f Sunplemeani

A small manufacturing company will start operat-

ing a night shift. There are 20 machinists employed

by the company.

a. Il @ night crew consists of 3 machinists, how
many different crews are possible?

b. If the machinists are ranked 1, 2, . . . . 20 1in or-
der of competence. how many of these crews
would not have the best machinist?

How many of the crews would have at least 1 of

the 10 best machinists?
If one of these crews is selected at random to
work on a particular night, what is the probabil-
ity that the best machinist will not work that
night?
A factory uses three production lines to manufac-
ture cans of a certain type, The accompanying table

1171}

gives percentages of nonconforming cans, catego-
rized by type of nonconformance. for each of the
three lines during & particular time period.

Line2 Line3

Blemish 12 20
Crack 44 40
Pull-Tab Problem 28 24
Surface Defect 8 15
Other 4 8 2

During this period. line | produced 500 noncon-
forming cans, line 2 produced 400 such cans, and
line 3 was responsible for 600 nonconforming
cans. Suppose that one of these 1500 cans is ran-
domly selecied.
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a. What is the probability that the can was pro-
duced by line 17 That the reason for noncontor-
mance is a crack?

b. If the selected can came from line 1, what is the
probabilily that it had a blemish?,

¢. Given that the selected can had a surface defect,
what is the probability that it came from line {7

An employee of the records office at a certain uni-
versity currently has ten forms on his desk awaiting
processing. Six of these are withdrawal petitions
and the other four are course substitntion reguests,
a. Ifhe randomly selects six of these forms o give to
asubordinate, what is the probability that only one
of the two types of forms remains on his desk?
Suppose he has time to process only four of
these forms before leaving for the day. If these
four are randomly selected one by one, what is
the probability that each succeeding form iy of a
different type from its predecessor?

&

One satellite is scheduled o be launched from
Cape Canaveral in Florida, and another launching
is scheduled for Vandenberz Atr Force Base in
California. Let A denote the event that the Van-
denberg iaunch goes off on schedule, and let B
represent the event that the Cape Canaveral launch
goes off on schedule, If A and B are independent
events with PLAY > P(B) and P(A U By = 626,
PAN B) = 144, determine the values of P{4)
and P(B).

A tansmitter is sending a message by using a bi-
nary code, namely, a sequence of 0°s and 17s. Each
transmitted bit (0 or 1) must pass through three re-
lays to reach the recetver. At each relay, the proba-
bility is .20 that the bit sent will be different from
the bit received (a reversal). Assume that the refays
operate independently of one another.
Transmitter — Relay |~ Relay 2 — Relay 3
— Receiver
a I a 1 is sent from the wansmiter, what is the
probability that a | is sent by all three relays?
b. 1f a 1 is sent from the transmitter, what is the
probability that a 1 s received by the receiver?
(Hinr: The elght experimental outcomes can
be displayed on # tree diagram with three gener-
ations of branches, one generation for each
relay.}
¢. Suppose 70% of all bits sent from the fransmit-
terare }'s, If a { is received by the receiver, what
is the probability that a { was sent?

Supplementary Exercises a3

93, Individual A has a cirele of five close friends (B, C,

94

97

D, E. and F). A has heard a certain rumor from out-
side the circle and bas invited the five friends to a
party to circudate the rumor. To begin, A selects one
of the five at random and tells the rumor to the cho-
sen individual. That individual then selects at ran-
dom one of the four remaining individuals and re-
peats the rumor. Continuing, a new individual is
selected from those nol already having heard the ru-
mor by the individual who has just heard it. until
everyonc has been told.
a. What is the probability that the rumor is re-
peated in the order B, C. D, E, and 7
b. What is the probability that F is the third person
at the party to be told the rumor?
¢, What 15 the probability that F is the last person
1o hear the rumor?

Refer o Exercise 93. If ar cach stage the person
who cwrently “has” the rumor does not know who
has already heard it and selects the next recipient at
random from all five possible individuals, what is
the probability that F has still not heard the rumor
after it has been told ten limes at the party?

A chemical engineer is interested in determining
whether a certain trace impurity is present in a
product. An experiment has a prohability of .80 of
detecting the impurity if it is present, The probabil-
ity of not detecting the impurity if it is absent is 90,
The prior probabilities of the impurity being pre-
sent and being absent are 40 and .60, respectively.
Three separate experiments result in only two de-
tections. What is the posterior probability that the
impurity is present?

Fach contestant on a guiz show 15 asked Lo specify
one of six possible categories from which guestions
will be asked. Suppose P{contestant requests cate-
gory iy = } and successive contestants choose their
categories independently of one another. If there are
three contestants o each show and all three con-
testants on a particular show select different cate-
gories, what is the probability that exactly one has
selected category 17

Fasteners used in aircraft manufacturing  are
slightly crimped so that they lock enough to avoid
loosening during vibration. Suppose that 93% of all
[asteners pass an mnitial inspection. Of the 5% that
fail, 20% are so seriously defective that they must
be scrapped. The remaining fasieners are sent to a

v

recrimping operation, where 40% cannot be sal-
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vaged and are discarded. The other 60% of these

fasteners are corrected by (he recrimping process

and subsequently pass inspection.

a. What 15 the probability that a randomly se-
lected incoming fastener will pass inspection
either initially or after recrimping?

b. Given that a fastener passed inspection, what is
the probability that it passed the inital inspec-
tion and did not nced recrimping?

One percent of all individuals in a certain popuia-

tion are carriers of a particular disease. A diagnos-

tic test for this disease has a 90% detection rate for
carriers and a 5% detecton rate for nencarriers.

Suppose the test is applied independently to two

different blood smmples from the same randomly

sclected individaal.

a. What is the probability that both tests yicld the
same result?

h. If both tests are positive, what is the probabil-
ity that the selected individual is o carrier?

A system consists of two components. The proba-
bility that the second component [unctions in a
satisfactory manner during its design life is .9, the
probability that at least one of the two components
does s0 is .96, and the probability that both com-
ponents do so is .75, Given that the first compo-
neat functions 1n a satisfactory manner throughout
its design life, what is the probability that the sec-
ond one does also?

A certain company sends 40% of its overnight
mail parcels via express mail service £, Of these
parcels, 2% arrive after the guaranteed delivery
time (denote the event Vlate delivery” by L) i a
record of an overnight mailing is randomly se-

lected from the company’s file, what is the proba-

bility that the parcel went via £, and was late?

Refer to Exercise 100. Suppose that 50% of the

overnight parcels are sent via express mail service

E, and the remaining 10% are sent via E, Of those

sent via E,, only 1% arrive late, whereas 5% of the

parcels handled by F; wrive late,

@, What is the probability that a randomly se-
lected parcet arrived late?

b, If a randomly sclected parcel has arrived on
time, what is the probability that it was not sent
via E)?

A company uses three different assembly lines—

A Al and Ay—to manufactare a particular com-

ponent. Of those manufactured by line A, 5%

need rework w remedy a defect, whereas 8% of

Ay's components need rework and 10% of Ay's

need rework. Suppose that 50% of all components

are produced by line A, 30% are prodaced by line

As, and 20% come [rom Hne A, If a randomly se-

lected component needs rework, what 13 the prob-

gbility thal it came from line A\? From line 4,7

From line 4,7

Disregarding the possibility of a February 29

birthday, suppose & rendomly selected individual

1s equally likely to have been born on any one of
the other 365 days.

a. If ten people are randomly selected, what is the

probability that all have different birthdays?
That at {east two have the same birthday?
With k replacing ten in part (a), what is the
smallest & for which there is at Teast a 50-50
chance that two or more people will have the
same birthday?
il ten people are randomly selected, what is the
probability thal either at least two have the
same birthday or at least two have the same last
three digits of their Social Security numbers?
[Noie: The article “Methods for Studying Co-
incidences” (F. Mosteller and P. Diaconis. J.
Amer. Star. Assoc., 1989: 853-861) discusses
problems of this type.]

One method used to distinguish between graniic
{G) and basaitic (B) rocks i3 to examine a portion
of the infrared spectrum of the sun's energy re-
flected from the rock surface. Let R, R,, and R,
denote measured spectrum intensities at three dif-
ferent wavelengths; typically, for granite R, <<
Ry < R, whereas for basalt Ry << R, <C K,. When
measurements are made remotely (using atrcraft),
various orderings of the £;’s may arise whether the
rock is basalt or granite. Flights over regions of
known composition have yielded the following in-
formalion:

Granite Basalt

R <R, <R, 60% 10%
Ry < R;<R; 25% 204
R< R <R, 15% 0%

Suppose that for a randomly selected rock in a cer-
tain region, P{granite} = 25 and Plbasalt) = .75.
a. Show that Plgranite | R, << Ry << K;} > P(basalt \

R, < R, << Ry). Il measurements yiclded R, <
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i, whereas §% of

R: << R, would vou classify the rock as granite fultl and define events £ and € analogously for the
and 10% of Ay’ or basalt? other two flights. Suppose PiA) = 6, P(R) = 5.
of all components b, N measurements yielded R < R, < K, how PIC) = 4 and the three events are mdependent.
¢ produced by line would you classify the rock? Answer the same What is the probability tha
If & randomly se- guestion for R, << R, < R.. a. All three flights are full? That at least one flight
» what is the prob- ¢. Using the classification rules indicated in parts Is pot full?
47 From line A7 (a) and (b), when selecting a rock from this re- b. Only the New York flight is full? That exactly
gion, what is the probability of an erroncous one of the thiee fights is full?
I a Pebruary 29 classification? [Hini; Either G COHM be classi- 169, A personnel manager is w imer\ficw four candi-

clected individual
orn on any one of

fied as B or B as G, aad P(5) and P(GY are
known. |

d. if Plgranite} = p rather than 253, are there val-
ues of p (other than 1) for which one would ai-
ways classify a rock as pranite?

dates for 4 job. These are ranked 1, 2, 3, and 4 in
order of preference and will be interviewed in ran-
dom order. However, at the conclusion of each in-
terview, the manager will know only how the cur-
rent candidate compares to those prev mus}\,

lected, what is the
fferent birthdays?
me birthday?

105, A subjectis allowed a sequence of glimpses to de- interviewed. For example, the interview order 3

t {a), what is the tect & target. Let G, = {the target is detected on the 1, 2 generates ne information after the first inter-
vat least a 50-30 ith glimpse |, with p; = P(G,). Suppose the G,'s are view, shows that the second candidale is worse
ple will have the independent events and write an expression for he than the first, and that the third is betler than the

probubility that the target has been detected by the first two. Howc\./cr, the 0}“” q’ 4.2.1 “'{_‘UM gen-
fected, what is the end of the nth glimpse, (Nore: This model is dis- erate the same information afler each of the first
ast two have Lhe cussed in “Predicting Airerafi Detectability Hu- three interviews. The manager wants 1o hire the
have the same last man Factors, 1979: 577*29] ) i best candidate bat must make an irrevocable

ecurily numbers?
for Studying Co-
«d P. Diaconis, J.
3—861) discusses

hire/no hire decision after each interview. Con-
sider the following strategy: Awomatically reject
the first s candidates and then hire the first subse-
quent candidate who is best among those already
interviewed (if no such candidate e appears, the ids.t
one interviewed is hired),

For example, with § = 2. the order 3,04, 1,2
would result in the best being hired, whercas the
order 3, 1, 2, 4 would not, Of the four possible s
values (0, 1, 2, and 3). which one TRAXINIZES
P(best is hired)? (Hinr: Write out the 24 equally
likely interview orderings: s = 0 means that the
first candidate is wotomatically hired.)

166. Ina Litile League baseball game, team A's pitcher
throws a strike 50% of the time and a hall 50% of
the time, successive pitches are independent of
one ancther. and the pitcher never hits a batter,
Knowing this, team B’s manager has insiructed
the first batter not to swing at anything. Calculute
the probability that
a. The batter walis on the fourth pitch
b. The batter walks on the sixth pitch (50 two of
the first five must be strikes), using a counting
argument or constructing a tree diagram

¢. The batter walks

d. The first batter up scores while ne one is out

between granitic
umine a portion
sun’s energy re-
el R, Ry, and R,
sities at three dif-
for granite R, <
TR < R.. When
v (using aircrall),
arise whether the
s over regions of
the following in-

. e . 110. Consider four independent events Ay Al Ay and
(assuming that each bater pursues a noO-swing N

strateay) Acandletp, = P(A) fori = 1.2 3, 4. Express the
e probability that at least one of these four events
oceurs interms of the p;'s, and do the same for the
prebabiiity that at least two of the evenrs oceur,

107, Four engineers, A, B, C, and D, have been sched-
uled for job interviews at 10 .. on Friday, Janu-

ary 13, at Random Sampling, Inc. The personnel . .
Basalt i plng, i nep . 111, A box contains the following four slips of paper,
e manager has scheduled the four for nerview . = . .
oms 1. 2, 3 T . ‘ each huving exactly the same dimensions: {1} win
106 rooms 1. 2, 3, and 4, respectively. However, the . 3 v i o e
prize 1; (2) win prize 2; {3) win prize 3; (4) win
0% manager’s secretary does not know this. so assigns ) S A T ) ]
= i prizes I, 2, and 3. One slip will be randomly se-
1% them to the four rooms in a completely random j ) . . ) . .
’ | ; lected. Let A, = {win prize 11, 4, = {win prize
S— - Tashion (what else!). What is the probability that PR
i o 21, and A5 = {win prize 3}. Show thal 4, and As
a. All four end up in the correct rooms? , nd ; that A |4 i ot
. . . . . ae mndependent, that A, and A, are independent,
ted rock in acer- b. None of the four ends up in the correct room? P ! ) P '

Pibasalt) = .75.
TRy > Pibasalt|
nis vielded B, <<

and that A, and A, are also independent (this is
pairwise independence). However, show  thut
PEATIA Y A # PAY - PLAL - PIAYD. so the
three events are mor mutaally independem.

108. A particalar airline has 10 aM. flights from
Chicago to New York, Atlanta, and Los Angeles,
Let A denote the event that the New York fiight is
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